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Chave	de	licença	ccleaner	professional	2024

Do	you	also	use	a	computer	or	laptop,	if	you	have	used	a	mobile	phone,	then	you	must	know	about	the	Ccleaner	application,	if	not,	then	today	I	have	brought	the	Ccleaner	pro	key	software	for	you.	Which	you	can	activate	it	on	your	PC	through	this	key.	Because	everyone	needs	a	professional	CCleaner	key,	CCleaner	key.	CCleaner	is	a	premium	and	free
service.	However,	the	free	service	offers	many	limitations,	and	if	you	use	the	premium	service,	all	the	unlocks	are	available.	But	today,	we	have	brought	you	a	key	to	use	the	premium	service	for	free,	which	you	will	be	able	to	use	the	CCleaner	software	for	free	on	your	computer	and	laptop.	I	am	going	to	share	the	CCleaner	Professional	key,	but	before
I	share	it	I	must	tell	some	essential	things	about	it,	which	you	already	know,	what	is	the	job	of	the	CCleaner	software?	So	I	tell	you	that	it	clears	your	device	as	junk	files,	cache,	and	viruses,	which	means	it	keeps	your	device	safe.	If	there	is	junk	on	your	device,	it	scans	and	deletes	those	files,	which	means	that	any	memory	files	you	have	in	your
memory	are	automatically	erased.	If	any	of	your	files	are	on	the	Internet	or	Google	browser,	if	there	is	a	file	or	any	file	on	the	computer,	PC	hard	drives,	then	if	the	virus	has	got	into	it,	it	also	automatically	deletes	it.	What	is	Ccleaner?	In	plain	terms,	Ccleaner	is	a	tool	for	cleaning	computer	disks.	Where	its	power	acts	to	eradicate	those	controlled	files
in	the	short	term,	it	includes	uninstall	tools	and	detects	records	that	take	up	more	space	as	well	as	duplicate	data.	Its	objective	is	just	one,	to	clean	and	free	up	space	on	the	hard	disk,	where	Ccleaner	undoubtedly	stands	as	one	of	the	most	popular	in	the	list	of	users	in	the	entire	world.	For	this	reason,	it	is	in	great	demand	to	obtain	its	Ccleaner	license
key,	and	according	to	official	estimates,	its	use	has	an	extraordinary	volume	of	users	on	the	planet.	Even	software	engineers	point	out	that	their	popularity	is	such	that	they	are	easier	to	manage	than	any	janitor	and	beginner.	However,	its	high	performance	can	optimize	a	personal	or	mobile	computer	in	an	instant.	Not	to	mention	its	advanced
multitasking	for	power	users.	At	the	same	time,	it	is	capable	of	cleaning	the	garbage	and	pop-ups	in	browsers;	their	professional	version	of	the	Ccleaner	is	also	very	favorable	and	free.	It	can	be	downloaded	to	a	laptop,	desktop	PC,	or	smartphone.	Although	you	can	apply	an	enlarged	version	designed	for	a	standard	price.	It	should	be	noted	that	its
software	provides	3	efficient	and	attractive	fundamental	tools,	namely:	File	recovery	tool.	Hard	Drive	Optimizer.	System	Information	Tool.	Ccleaner	License	Key	You	must	start	by	obtaining	the	Ccleaner	license	key,	which	although	its	professional	version	is	a	small	program,	its	power	is	enormous,	and	without	a	doubt	a	powerful	and	useful	ally	in	the
matter	of	deep	cleaning	of	any	computer.	It	is	without	a	doubt	a	competent	and	intuitive	program	that	is	always	active,	detecting	and	cleaning	the	garbage	at	all	times.	Actually,	due	to	its	action,	it	does	not	seem	to	be	free,	because	in	addition,	in	functional	terms,	it	can	be	said	without	a	doubt,	that	it	surpasses	its	similar	paid	peers.	For	something,	it
is	one	of	the	most	popular	and	demanded	in	the	world	market,	who	strive	to	access	the	Ccleaner	license	key.	In	this	sense,	the	version	of	Ccleaner	5.60-61	is	so	powerful	that	it	is	capable	of	eradicating	programs	that	get	in	the	way	without	leaving	their	traces	on	the	computer.	In	addition,	it	provides	a	very	convenient	feature,	such	as	the
defragmentation	and	cleaning	of	registries,	whose	usefulness	is	worthwhile.	Ahira	well,	any	of	its	versions	are	perfectly	downloadable,	by	accessing	the	respective	Ccleaner	license	key,	be	it	the	professional	or	Plus	for	Windows.	Your	program	works	with	XP	and	other	programs.	Its	free	series	requires	a	simple	installation	process,	where	just	by
installing	the	program	one	of	the	functional	versions	of	CCleaner	Professional	5.60.7307	is	obtained.	But	in	addition,	the	whole	process	is	quite	simple,	and	there	is	also	no	need	to	download	it	using	a	torrent,	in	view	of	having	a	direct	link	to	the	file	with	the	program.	For	its	part,	by	having	the	Ccleaner	license	key,	the	free	program	is	available,
designed	to	eliminate	those	unnecessary	and	transitory	files	from	the	computer.	In	addition,	it	includes	a	registry	cleaner,	which	it	allows	the	user	to	get	rid	of	old	entries	that	are	no	longer	used.	With	only	this	action,	space	on	the	hard	disk	is	freed,	therefore,	the	efficiency	and	performance	of	the	operating	system	is	increased.	Including	Ccleaner
itself,	to	better	manage	Windows	7	and	8	so	that	they	work	more	efficiently.	At	the	time	of	emptying	the	trash,	destroying	registry	files,	cookies,	history,	Internet	Explorer	cache,	temporary	files	of	other	applications,	such	as	Google	Toolbar,	eMule,	Netscape,	MS	Office,	Adobe	Acrobat,	Nero,	WinRAR,	etc,	and	it	does	so	automatically.	CCleaner
Professional	Key	CCleaner	Professional	Key	is	a	crack	key.	Through	this	system	crack	key,	you	will	be	able	to	activate	CCleaner	software	on	your	computer.	And	you	will	be	able	to	start	its	premium	service	on	your	computer.	With	the	help	of	which	it	will	automatically	film	all	viruses	and	junk	files	on	your	device.	This	means	that	your	laptop	and
computing	devices	can	grow	significantly	faster,	which	means	that	you	can	set	your	device	mind	much	faster,	much	like	junk.	It	will	clean	it	automatically,	so	use	the	CCleaner	Key,	and	you	can	activate	the	Pro	version.	If	you	use	the	free	version	of	CCleaner,	you	will	be	able	to	check	only	which	folder	has	the	virus,	but	it	will	not	remove	the	virus.	This
means	that	only	you	will	know	the	status	and	you	will	only	be	able	to	remove	two	to	three	or	four	viruses.	If	your	device	is	fully	loaded	with	viruses,	you	can	purchase	its	premium	plan.	We	can	use	the	Pro	version	on	our	laptop	or	computer	using	our	given	CCleaner	pro	key.	Ccleaner	Professional	Keyed	Program	Cleaner	application	becomes	very	easy
to	use	because	you	can	also	protect	electrical	digital	privacy	security	with	the	help	of	this	software.	Therefore,	you	get	a	lot	using	CCleaner	crack	2025.	That	is,	your	device	is	protected,	and	any	junk	that	comes	in	is	automatically	removed.	If	you	have	any	problem	with	this,	you	can	ask	in	the	comment	below;	your	device	will	be	completely	safe,	so
definitely	use	it	once.	How	to	Use	CCleaner	Pro	Key	Has	garbage	reached	your	laptop	or	computer	device,	which	means	that	viruses	have	arrived,	such	as	your	laptop	or	computer	is	stuck,	you	are	not	completely	satisfied,	to	work,	so	now	you	do	not	need	to	worry	because	we	will	share	the	CCleaner	Pro	key?	Through	the	pro	key,	you	will	be	able	to
use	CCleaner	Pro	for	free	on	your	computer	or	laptop.	As	you	use	the	Internet	more	on	your	device,	you	should	use	this	software	because	cookies	navigate	on	your	laptop	or	computer	device.	This	shows	the	same	status	as	above,	so	if	your	device	is	activated	by	CCleaner	pro	software,	it	will	automatically	delete	or	cache	and	keep	all	your	files	clean,
and	if	there	will	be	garbage	in	this	file,	it	will	be	deleted	automatically.	For	its	part,	this	tool	was	designed	in	such	a	unique	and	special	way	that	anyone	can	manipulate	it;	however,	it	never	hurts	to	delve	into	the	instructions	for	using	the	Ccleaner	license	key	and	some	specific	tasks:	To	kill	transient	files	on	the	system,	in	the	initial	tab	check	the
sections	on	the	sites	and	types	of	records	to	search:	In	the	applications	section,	check	the	boxes,	history,	and	logs,	among	other	junk	after	which,	the	programs	should	be	cleaned.	Then	click	on	analysis,	in	addition	to	estimating	the	amount	of	free	space,	and	then	click	on	clean.	To	resolve	issues	in	the	system	log,	the	user	must:	Go	to	the	log	box	and
then	run	the	scan	for	problems.	Then	click	on	correct	selected,	and	then	click	on	save	keys	to	delete	on	the	PC,	but	pointing	to	the	new	address	to	place	it.	The	next	thing	is	to	click	on	the	correct	selected.	It	is	possible	to	manually	exclude	certain	records	during	cleanup	after	completing	the	previous	step.	Then	in	service	are	other	tools,	with	these	you
can	optimize	the	start,	uninstall	programs,	eradicate	duplicate	files,	and	restore	or	delete	data	permanently.	CCleaner	Professional	Key	Latest	Features	Today	I	am	going	to	tell	you	about	the	latest	features	of	CCleaner	Professional	Key	2025.	If	you	have	used	a	laptop	or	computer,	you	will	want	to	download	it	and	activate	it	on	your	PC	computer,	as
you	know,	CCleaner	software	A	media	hot	PC	is	used	to	remove	junk.	By	using	Ccleaner	pro,	you	will	keep	your	device	safe	and	your	body	fully	protected.	If	you	also	want	to	protect	and	clean	your	computer,	use	CCleaner	software.	But	if	you	are	going	to	use	the	premium	plan,	all	your	friends	will	be	able	to	use	it,	so	take	care	of	our	features,	read
carefully.	Optimize	and	Sterilize:	Speed	up	your	computer	and	portable	device	and	keep	junk	safe.	Reclaim	storage	space.	If	you	are	using	a	computer	or	laptop,	your	device	storage	is	full	and	you	can	scan	through	CCleaner	and	find	out	which	file	is	full,	then	you	can	delete	the	harmful	files	immediately.	Similarly,	you	can	free	up	your	storage	and
then	fill	in	the	data.	Examine	the	effect	of	the	application:	With	this	option,	you	can	find	out	which	application	is	consuming	more	of	your	data,	which	means	that	more	MB	of	data	can	also	detect	the	battery.	Which	of	our	applications	is	consuming	more	battery;	you	can	remove	it,	stay	connected	with	others.	Speed	up	your	application:	Through	this
CCleaner	Pro	Key,	you	can	scan	all	your	computer	data,	which	means	you	can	pandemonize	your	device	to	work	quickly.	First	of	all,	click	on	this	option	and	you	will	be	able	to	clean	the	RAM	of	your	computer	or	laptop.	This	means	you	can	wash	RAM	or	memory,	wash	and	scan	your	entire	program	to	get	your	RAM	running	perfectly	fast.	When	the
RAM	is	cleared,	your	laptop	or	computer	device	will	perform	very	well,	doing	the	work	of	minutes	in	30	seconds.	If	you	use	the	Ccleaner	pro	software,	it	removes	all	the	junk	on	your	device,	which	means	it	fully	recovers	your	device’s	RAM.	Your	system	speeds	up	and	opens	whatever	browser	you	want,	and	a	hard	website	and	any	blocked	website
opens	them	in	seconds	and	ultimately	keeps	the	device	safe,	banking	and	data	just	like	you.	Let’s	not	worry.	CCleaner	Professional	License	Key	[2025]	Suppose	you	also	want	to	use	the	CCleaner	Professional	license	key.	In	that	case,	you	don’t	need	to	wait	any	longer,	because	we	have	given	you	the	direct	key	below.	Please	copy	them,	and	go	to
CCleaner	Pro	key	Is	settings,	and	paste	it	into	the	box	key	and	we	will	update	it,	it	will	activate	it.	If	none	of	the	keys	works,	you	can	try	the	second	key;	otherwise,	check	the	third	key.	Similarly,	one	of	the	other	keys	will	work	on	your	device	and	activate	a	version	C	Cleaner	Pro	on	your	device.	C2YW-IAHG-ZU62-INZQ-WZPC	C2YW-2BAM-ADC2-89RV-
YZPC	C2YW-ZENP-W7PS-I6WY-WZPC	C2YW-5AZQ-CAYS-924N-KZPC	C2YW-8W94-N9Z5-E7RP-UPC	C2YW-74P5-4T5Y-8GJV-GZPC	C2YW-7HVA-MN47-Y35J-QZPC	C2YW-M5XP-S4TP-BEAZ-IZPC	C2YW-58YN-GE3K-SSAU-EZPC	C2YW-DJBH-3CJA-QPFX-AZPC	C2YW-I6Z2-7GBI-D8IF-KZPC	C2YW-PRJK-BHB6-GBPN-6ZPC	C2YW-Z32G-8XSK-PRIP-6ZPC
C2YW-ZC8M-7Y7E-HJMI-SZPC	CCleaner	Professional	5.76.8269	Serials	C2YW-IAHG-ZU62-INZQ-WZPC	C2YW-IAHG-ZU62-INZQ-WZPC	C2YW-XK32-GBVV-N3BH-2ZPC	C2YW-2BAM-ADC2-89RV-YZPC	C2YW-XFCX-ABIG-GZD4-8ZPC	CCleaner	PRO	Key	[Lifetime]	C2YW-UKAQ-J86B-KJRH-SZPC	C2YW-XRXB-Y6QR-W6MF-NZPC	C2YW-FQ4T-WPZQ-
EEQU-SZPC	CCleaner	Pro	Serial	Key	Y6T5R4E-3WE4R5-T6Y7UJH-KGFUIU	UHY76T-5R4E3WE-4R5T6Y-7U8U7Y	FRGTYH-UJIHGFDS-DEFRTG-YHJUIY	3E4R5T6Y-H7UJIUH-YGTFRD-ESASD	WSE4R5-T6Y7U8I9-UY76T5R-4E3WS	CCleaner	Serial	Keys	Y6T5R4E-3WE4R5-T6Y7UJH-KGFUIU	UHY76T-5R4E3WE-4R5T6Y-7U8U7Y	FRGTYH-UJIHGFDS-
DEFRTG-YHJUIY	3E4R5T6Y-H7UJIUH-YGTFRD-ESASD	WSE4R5-T6Y7U8I9-UY76T5R-4E3WS	CCleaner	Key	FAQ’s	It	is	also	essential	to	use	Ccleaner	Key	because	if	you	don’t	use	the	Pro	version,	you	will	get	very	few	features	in	the	free	version;	if	you	use	a	laptop	or	computer,	you	have	a	CCleaner	pro	key.	You	should	just	use	it.	Because	by	using	all
the	options,	your	device	can	be	safe	and	the	device	can	dispose	of	garbage.	If	you	have	any	questions	related	to	this,	you	can	ask	in	the	comment.	We	have	some	issues	related	to	this	below.	Can	I	see	them?	Should	CCleaner	Pro	Key	be	used?	Yes,	it	would	be	better	to	use	the	Ccleaner	pro	key	because	it	only	shares	some	original	resolution.	Users	have
no	problem	because	the	only	offer	for	which	we	share	so	that	more	and	more	people	on	our	website	share	the	key	so	that	the	income	is	more	our	benefit	and	this	key	is	modified	a	little,	which	you	can	use	for	free	using	a	version	Pro.	It	is	considered	100%	secure	and	if	you	use	it,	your	data	will	be	kept	confidential.	How	do	we	use	CCleaner	Pro	for
free?	If	you	want	to	use	CCleaner	pro	on	your	laptop	or	PC	for	free,	you	must	use	our	provided	key.	By	taking	that,	you	will	activate	the	C	Cleaner	Pro	service	on	your	laptop.	You	can	use	all	the	premium	options	for	free,	it	is	a	paid	service,	but	we	will	be	able	to	clean	those	PCs	by	providing	a	subscription	through	the	key,	such	as	keeping	your	PC	safe
and	contain	the	garbage.	Can	I	use	CCleaner	Pro	for	my	business	purpose?	Of	course,	you	can	use	the	CCleaner	pro	app.	There	is	no	problem	with	it	because	it	makes	the	operating	system	faster	and	automatically	removes	all	the	junk	on	your	device.	It	is	safe	to	use,	and	how	many	times,	can	you	use	it	only	on	the	device,	CCleaner	is	software	that
removes	all	the	terrible	viruses	on	your	computer	or	PC.	Can	I	track	the	RAM	and	memory	of	the	device	using	CCleaner	Pro?	Yes,	you	can	also	increase	RAM	and	track	device	memory	as	it	removes	viruses	and	easily	increases	device	RAM,	which	means	your	device	memory	will	be	thoroughly	scanned	and	can	be	tracked.	Attention:	This	is	for
educational	purposes	only!	We	are	not	responsible	for	how	you	use	CCleaner.	This	article	helps	to	try	the	CCleaner	pro	key	for	free,	and	we	highly	recommend	buying	the	legal	version	of	the	CCleaner	from	the	official	Website.	Conclusion	CCleaner	Professional	Key,	then	you	must	have	copied,	if	you	haven’t	copied	it,	then	you	can	inform	us	below	by
unfairly	copying	on	your	PC	computer,	then	we	can	use	the	key.	If	no	one	is	working	on	this,	use	the	third-fourth;	if	something	is	not	working,	share	your	email	in	the	comment	to	share	the	last	key	in	your	email	Can.	DescriptionImportant	DetailsReviewsRelated	Products	Trusted	by	millions	and	critically	acclaimed,	CCleaner	is	the	world’s	favorite	PC
optimization	tool!	Designed	for	both	beginners	and	power	users,	it	offers	one-click	cleaning	to	instantly	optimize	your	computer,	plus	advanced	features	for	enhanced	control.	Is	your	PC	slowing	down?	CCleaner	removes	unused	files	and	settings	that	clog	your	hard	drive,	boosting	your	computer's	speed	instantly.	It	also	protects	your	privacy	by
erasing	search	history	and	cookies,	ensuring	your	browsing	stays	confidential	and	anonymous.	Over	time,	a	cluttered	registry	can	cause	crashes	and	instability—CCleaner’s	patented	registry	cleaner	fixes	errors	for	a	more	stable	system.	Additionally,	it	speeds	up	your	startup	by	disabling	unnecessary	background	programs,	letting	you	get	to	work	or
play	faster.	Award-winning	features	System	Requirements	Runs	on	Windows	11,	10,	8.1,	and	7,	including	both	the	32-bit	and	64-bit	versions.	Since	CCleaner	is	a	small,	quick	program	there	are	no	minimum	memory	or	hard	drive	requirements.	Important	Details	Length	of	access:	1	year	Redemption	deadline:	redeem	your	code	within	30	days	of
purchase	Access	options:	desktop	Max	number	of	devices:	3	Available	to	BOTH	existing	and	new	users	Have	questions	on	how	digital	purchases	work?	Learn	more	here	Unredeemed	licenses	can	be	returned	for	store	credit	within	30	days	of	purchase.	Once	your	license	is	redeemed,	all	sales	are	final.This	item	is	excluded	from	coupons.All	reviews	are
from	verified	purchasers	collected	after	purchase.Very	quickly	and	efficiently	removes	unneeded	files,	etc.	from	computer.	Also	recommends	and	provides	links	to	use	to	update	software	and	drivers.Your	cart	is	empty.	Continue	Shopping!Made	in	Venice,	CA	&	powered	by	Share	—	copy	and	redistribute	the	material	in	any	medium	or	format	for	any
purpose,	even	commercially.	Adapt	—	remix,	transform,	and	build	upon	the	material	for	any	purpose,	even	commercially.	The	licensor	cannot	revoke	these	freedoms	as	long	as	you	follow	the	license	terms.	Attribution	—	You	must	give	appropriate	credit	,	provide	a	link	to	the	license,	and	indicate	if	changes	were	made	.	You	may	do	so	in	any	reasonable
manner,	but	not	in	any	way	that	suggests	the	licensor	endorses	you	or	your	use.	ShareAlike	—	If	you	remix,	transform,	or	build	upon	the	material,	you	must	distribute	your	contributions	under	the	same	license	as	the	original.	No	additional	restrictions	—	You	may	not	apply	legal	terms	or	technological	measures	that	legally	restrict	others	from	doing
anything	the	license	permits.	You	do	not	have	to	comply	with	the	license	for	elements	of	the	material	in	the	public	domain	or	where	your	use	is	permitted	by	an	applicable	exception	or	limitation	.	No	warranties	are	given.	The	license	may	not	give	you	all	of	the	permissions	necessary	for	your	intended	use.	For	example,	other	rights	such	as	publicity,
privacy,	or	moral	rights	may	limit	how	you	use	the	material.	64-bit	version	of	x86	architecture	"Intel	64"	redirects	here.	For	the	Intel	64-bit	architecture	in	Itanium	chips,	see	IA-64.	"x64"	redirects	here.	For	the	New	York	City	bus	route,	see	X64	(New	York	City	bus).	AMD	Opteron,	the	first	CPU	to	introduce	the	x86-64	extensions	in	April	2003	The	five-
volume	set	of	the	x86-64	Architecture	Programmer's	Manual,	as	published	and	distributed	by	AMD	in	2002	x86-64	(also	known	as	x64,	x86_64,	AMD64,	and	Intel	64)[note	1]	is	a	64-bit	extension	of	the	x86	instruction	set.	It	was	announced	in	1999	and	first	available	in	the	AMD	Opteron	family	in	2003.	It	introduces	two	new	operating	modes:	64-bit
mode	and	compatibility	mode,	along	with	a	new	four-level	paging	mechanism.	In	64-bit	mode,	x86-64	supports	significantly	larger	amounts	of	virtual	memory	and	physical	memory	compared	to	its	32-bit	predecessors,	allowing	programs	to	utilize	more	memory	for	data	storage.	The	architecture	expands	the	number	of	general-purpose	registers	from	8
to	16,	all	fully	general-purpose,	and	extends	their	width	to	64	bits.	Floating-point	arithmetic	is	supported	through	mandatory	SSE2	instructions	in	64-bit	mode.	While	the	older	x87	FPU	and	MMX	registers	are	still	available,	they	are	generally	superseded	by	a	set	of	sixteen	128-bit	vector	registers	(XMM	registers).	Each	of	these	vector	registers	can
store	one	or	two	double-precision	floating-point	numbers,	up	to	four	single-precision	floating-point	numbers,	or	various	integer	formats.	In	64-bit	mode,	instructions	are	modified	to	support	64-bit	operands	and	64-bit	addressing	mode.	The	x86-64	architecture	defines	a	compatibility	mode	that	allows	16-bit	and	32-bit	user	applications	to	run
unmodified	alongside	64-bit	applications,	provided	the	64-bit	operating	system	supports	them.[11][note	2]	Since	the	full	x86-32	instruction	sets	remain	implemented	in	hardware	without	the	need	for	emulation,	these	older	executables	can	run	with	little	or	no	performance	penalty,[13]	while	newer	or	modified	applications	can	take	advantage	of	new
features	of	the	processor	design	to	achieve	performance	improvements.	Also,	processors	supporting	x86-64	still	power	on	in	real	mode	to	maintain	backward	compatibility	with	the	original	8086	processor,	as	has	been	the	case	with	x86	processors	since	the	introduction	of	protected	mode	with	the	80286.	The	original	specification,	created	by	AMD	and
released	in	2000,	has	been	implemented	by	AMD,	Intel,	and	VIA.	The	AMD	K8	microarchitecture,	in	the	Opteron	and	Athlon	64	processors,	was	the	first	to	implement	it.	This	was	the	first	significant	addition	to	the	x86	architecture	designed	by	a	company	other	than	Intel.	Intel	was	forced	to	follow	suit	and	introduced	a	modified	NetBurst	family	which
was	software-compatible	with	AMD's	specification.	VIA	Technologies	introduced	x86-64	in	their	VIA	Isaiah	architecture,	with	the	VIA	Nano.	The	x86-64	architecture	was	quickly	adopted	for	desktop	and	laptop	personal	computers	and	servers	which	were	commonly	configured	for	16	GiB	(gibibytes)	of	memory	or	more.	It	has	effectively	replaced	the
discontinued	Intel	Itanium	architecture	(formerly	IA-64),	which	was	originally	intended	to	replace	the	x86	architecture.	x86-64	and	Itanium	are	not	compatible	on	the	native	instruction	set	level,	and	operating	systems	and	applications	compiled	for	one	architecture	cannot	be	run	on	the	other	natively.	AMD64	logo	AMD64	(also	variously	referred	to	by
AMD	in	their	literature	and	documentation	as	"AMD	64-bit	Technology"	and	"AMD	x86-64	Architecture")	was	created	as	an	alternative	to	the	radically	different	IA-64	architecture	designed	by	Intel	and	Hewlett-Packard,	which	was	backward-incompatible	with	IA-32,	the	32-bit	version	of	the	x86	architecture.	AMD	originally	announced	AMD64	in
1999[14]	with	a	full	specification	available	in	August	2000.[15]	As	AMD	was	never	invited	to	be	a	contributing	party	for	the	IA-64	architecture	and	any	kind	of	licensing	seemed	unlikely,	the	AMD64	architecture	was	positioned	by	AMD	from	the	beginning	as	an	evolutionary	way	to	add	64-bit	computing	capabilities	to	the	existing	x86	architecture	while
supporting	legacy	32-bit	x86	code,	as	opposed	to	Intel's	approach	of	creating	an	entirely	new,	completely	x86-incompatible	64-bit	architecture	with	IA-64.	The	first	AMD64-based	processor,	the	Opteron,	was	released	in	April	2003.	AMD's	processors	implementing	the	AMD64	architecture	include	Opteron,	Athlon	64,	Athlon	64	X2,	Athlon	64	FX,	Athlon
II	(followed	by	"X2",	"X3",	or	"X4"	to	indicate	the	number	of	cores,	and	XLT	models),	Turion	64,	Turion	64	X2,	Sempron	("Palermo"	E6	stepping	and	all	"Manila"	models),	Phenom	(followed	by	"X3"	or	"X4"	to	indicate	the	number	of	cores),	Phenom	II	(followed	by	"X2",	"X3",	"X4"	or	"X6"	to	indicate	the	number	of	cores),	FX,	Fusion/APU	and	Ryzen/Epyc.
The	primary	defining	characteristic	of	AMD64	is	the	availability	of	64-bit	general-purpose	processor	registers	(for	example,	rax),	64-bit	integer	arithmetic	and	logical	operations,	and	64-bit	virtual	addresses.[16]	The	designers	took	the	opportunity	to	make	other	improvements	as	well.	Notable	changes	in	the	64-bit	extensions	include:	64-bit	integer
capability	All	general-purpose	registers	(GPRs)	are	expanded	from	32	bits	to	64	bits,	and	all	arithmetic	and	logical	operations,	memory-to-register	and	register-to-memory	operations,	etc.,	can	operate	directly	on	64-bit	integers.	Pushes	and	pops	on	the	stack	default	to	8-byte	strides,	and	pointers	are	8	bytes	wide.	Additional	registers	In	addition	to
increasing	the	size	of	the	general-purpose	registers,	the	number	of	named	general-purpose	registers	is	increased	from	eight	(i.e.	eax,	ebx,	ecx,	edx,	esi,	edi,	esp,	ebp)	in	x86	to	16	(i.e.	rax,	rbx,	rcx,	rdx,	rsi,	rdi,	rsp,	rbp,	r8,	r9,	r10,	r11,	r12,	r13,	r14,	r15).	It	is	therefore	possible	to	keep	more	local	variables	in	registers	rather	than	on	the	stack,	and	to
let	registers	hold	frequently	accessed	constants;	arguments	for	small	and	fast	subroutines	may	also	be	passed	in	registers	to	a	greater	extent.	AMD64	still	has	fewer	registers	than	many	RISC	instruction	sets	(e.g.	Power	ISA	has	32	GPRs;	64-bit	ARM,	RISC-V	I,	SPARC,	Alpha,	MIPS,	and	PA-RISC	have	31)	or	VLIW-like	machines	such	as	the	IA-64
(which	has	128	registers).	However,	an	AMD64	implementation	may	have	far	more	internal	registers	than	the	number	of	architectural	registers	exposed	by	the	instruction	set	(see	register	renaming).	(For	example,	AMD	Zen	cores	have	168	64-bit	integer	and	160	128-bit	vector	floating-point	physical	internal	registers.)	Additional	XMM	(SSE)	registers
Similarly,	the	number	of	128-bit	XMM	registers	(used	for	Streaming	SIMD	instructions)	is	also	increased	from	8	to	16.	The	traditional	x87	FPU	register	stack	is	not	included	in	the	register	file	size	extension	in	64-bit	mode,	compared	with	the	XMM	registers	used	by	SSE2,	which	did	get	extended.	The	x87	register	stack	is	not	a	simple	register	file
although	it	does	allow	direct	access	to	individual	registers	by	low	cost	exchange	operations.	Larger	virtual	address	space	The	AMD64	architecture	defines	a	64-bit	virtual	address	format,	of	which	the	low-order	48	bits	are	used	in	current	implementations.[11]: 120 	This	allows	up	to	256	TiB	(248	bytes)	of	virtual	address	space.	The	architecture
definition	allows	this	limit	to	be	raised	in	future	implementations	to	the	full	64	bits,[11]: 2 : 3 : 13 : 117 : 120 	extending	the	virtual	address	space	to	16	EiB	(264	bytes).[17]	This	is	compared	to	just	4	GiB	(232	bytes)	for	the	x86.[18]	This	means	that	very	large	files	can	be	operated	on	by	mapping	the	entire	file	into	the	process's	address	space	(which	is
often	much	faster	than	working	with	file	read/write	calls),	rather	than	having	to	map	regions	of	the	file	into	and	out	of	the	address	space.	Larger	physical	address	space	The	original	implementation	of	the	AMD64	architecture	implemented	40-bit	physical	addresses	and	so	could	address	up	to	1	TiB	(240	bytes)	of	RAM.[11]: 24 	Current	implementations
of	the	AMD64	architecture	(starting	from	AMD	10h	microarchitecture)	extend	this	to	48-bit	physical	addresses[19]	and	therefore	can	address	up	to	256	TiB	(248	bytes)	of	RAM.	The	architecture	permits	extending	this	to	52	bits	in	the	future[11]: 24 [20]	(limited	by	the	page	table	entry	format);[11]: 131 	this	would	allow	addressing	of	up	to	4	PiB	of	RAM.
For	comparison,	32-bit	x86	processors	are	limited	to	64	GiB	of	RAM	in	Physical	Address	Extension	(PAE)	mode,[21]	or	4	GiB	of	RAM	without	PAE	mode.[11]: 4 	Larger	physical	address	space	in	legacy	mode	When	operating	in	legacy	mode	the	AMD64	architecture	supports	Physical	Address	Extension	(PAE)	mode,	as	do	most	current	x86	processors,	but
AMD64	extends	PAE	from	36	bits	to	an	architectural	limit	of	52	bits	of	physical	address.	Any	implementation,	therefore,	allows	the	same	physical	address	limit	as	under	long	mode.[11]: 24 	Instruction	pointer	relative	data	access	Instructions	can	now	reference	data	relative	to	the	instruction	pointer	(RIP	register).	This	makes	position-independent	code,
as	is	often	used	in	shared	libraries	and	code	loaded	at	run	time,	more	efficient.	SSE	instructions	The	original	AMD64	architecture	adopted	Intel's	SSE	and	SSE2	as	core	instructions.	These	instruction	sets	provide	a	vector	supplement	to	the	scalar	x87	FPU,	for	the	single-precision	and	double-precision	data	types.	SSE2	also	offers	integer	vector
operations,	for	data	types	ranging	from	8bit	to	64bit	precision.	This	makes	the	vector	capabilities	of	the	architecture	on	par	with	those	of	the	most	advanced	x86	processors	of	its	time.	These	instructions	can	also	be	used	in	32-bit	mode.	The	proliferation	of	64-bit	processors	has	made	these	vector	capabilities	ubiquitous	in	home	computers,	allowing
the	improvement	of	the	standards	of	32-bit	applications.	The	32-bit	edition	of	Windows	8,	for	example,	requires	the	presence	of	SSE2	instructions.[22]	SSE3	instructions	and	later	Streaming	SIMD	Extensions	instruction	sets	are	not	standard	features	of	the	architecture.	No-Execute	bit	The	No-Execute	bit	or	NX	bit	(bit	63	of	the	page	table	entry)
allows	the	operating	system	to	specify	which	pages	of	virtual	address	space	can	contain	executable	code	and	which	cannot.	An	attempt	to	execute	code	from	a	page	tagged	"no	execute"	will	result	in	a	memory	access	violation,	similar	to	an	attempt	to	write	to	a	read-only	page.	This	should	make	it	more	difficult	for	malicious	code	to	take	control	of	the
system	via	"buffer	overrun"	or	"unchecked	buffer"	attacks.	A	similar	feature	has	been	available	on	x86	processors	since	the	80286	as	an	attribute	of	segment	descriptors;	however,	this	works	only	on	an	entire	segment	at	a	time.	Segmented	addressing	has	long	been	considered	an	obsolete	mode	of	operation,	and	all	current	PC	operating	systems	in
effect	bypass	it,	setting	all	segments	to	a	base	address	of	zero	and	(in	their	32-bit	implementation)	a	size	of	4	GiB.	AMD	was	the	first	x86-family	vendor	to	implement	no-execute	in	linear	addressing	mode.	The	feature	is	also	available	in	legacy	mode	on	AMD64	processors,	and	recent	Intel	x86	processors,	when	PAE	is	used.	Removal	of	older	features	A
few	"system	programming"	features	of	the	x86	architecture	were	either	unused	or	underused	in	modern	operating	systems	and	are	either	not	available	on	AMD64	in	long	(64-bit	and	compatibility)	mode,	or	exist	only	in	limited	form.	These	include	segmented	addressing	(although	the	FS	and	GS	segments	are	retained	in	vestigial	form	for	use	as	extra-
base	pointers	to	operating	system	structures),[11]: 70 	the	task	state	switch	mechanism,	and	virtual	8086	mode.	These	features	remain	fully	implemented	in	"legacy	mode",	allowing	these	processors	to	run	32-bit	and	16-bit	operating	systems	without	modifications.	Some	instructions	that	proved	to	be	rarely	useful	are	not	supported	in	64-bit	mode,
including	saving/restoring	of	segment	registers	on	the	stack,	saving/restoring	of	all	registers	(PUSHA/POPA),	decimal	arithmetic,	BOUND	and	INTO	instructions,	and	"far"	jumps	and	calls	with	immediate	operands.	Canonical	address	space	implementations	(diagrams	not	to	scale)Current	48-bit	implementation57-bit	implementation64-bit
implementation	Although	virtual	addresses	are	64	bits	wide	in	64-bit	mode,	current	implementations	(and	all	chips	that	are	known	to	be	in	the	planning	stages)	do	not	allow	the	entire	virtual	address	space	of	264	bytes	(16	EiB)	to	be	used.	This	would	be	approximately	four	billion	times	the	size	of	the	virtual	address	space	on	32-bit	machines.	Most
operating	systems	and	applications	will	not	need	such	a	large	address	space	for	the	foreseeable	future,	so	implementing	such	wide	virtual	addresses	would	simply	increase	the	complexity	and	cost	of	address	translation	with	no	real	benefit.	AMD,	therefore,	decided	that,	in	the	first	implementations	of	the	architecture,	only	the	least	significant	48	bits
of	a	virtual	address	would	actually	be	used	in	address	translation	(page	table	lookup).[11]: 120 	In	addition,	the	AMD	specification	requires	that	the	most	significant	16	bits	of	any	virtual	address,	bits	48	through	63,	must	be	copies	of	bit	47	(in	a	manner	akin	to	sign	extension).	If	this	requirement	is	not	met,	the	processor	will	raise	an	exception.[11]: 131 
Addresses	complying	with	this	rule	are	referred	to	as	"canonical	form."[11]: 130 	Canonical	form	addresses	run	from	0	through	00007FFF'FFFFFFFF,	and	from	FFFF8000'00000000	through	FFFFFFFF'FFFFFFFF,	for	a	total	of	256	TiB	of	usable	virtual	address	space.	This	is	still	65,536	times	larger	than	the	virtual	4	GiB	address	space	of	32-bit
machines.	This	feature	eases	later	scalability	to	true	64-bit	addressing.	Many	operating	systems	(including,	but	not	limited	to,	the	Windows	NT	family)	take	the	higher-addressed	half	of	the	address	space	(named	kernel	space)	for	themselves	and	leave	the	lower-addressed	half	(user	space)	for	application	code,	user	mode	stacks,	heaps,	and	other	data
regions.[23]	The	"canonical	address"	design	ensures	that	every	AMD64	compliant	implementation	has,	in	effect,	two	memory	halves:	the	lower	half	starts	at	00000000'00000000	and	"grows	upwards"	as	more	virtual	address	bits	become	available,	while	the	higher	half	is	"docked"	to	the	top	of	the	address	space	and	grows	downwards.	Also,	enforcing
the	"canonical	form"	of	addresses	by	checking	the	unused	address	bits	prevents	their	use	by	the	operating	system	in	tagged	pointers	as	flags,	privilege	markers,	etc.,	as	such	use	could	become	problematic	when	the	architecture	is	extended	to	implement	more	virtual	address	bits.	The	first	versions	of	Windows	for	x64	did	not	even	use	the	full	256	TiB;
they	were	restricted	to	just	8	TiB	of	user	space	and	8	TiB	of	kernel	space.[23]	Windows	did	not	support	the	entire	48-bit	address	space	until	Windows	8.1,	which	was	released	in	October	2013.[23]	The	64-bit	addressing	mode	("long	mode")	is	a	superset	of	Physical	Address	Extensions	(PAE);	because	of	this,	page	sizes	may	be	4	KiB	(212	bytes)	or	2	MiB
(221	bytes).[11]: 120 	Long	mode	also	supports	page	sizes	of	1	GiB	(230	bytes).[11]: 120 	Rather	than	the	three-level	page	table	system	used	by	systems	in	PAE	mode,	systems	running	in	long	mode	use	four	levels	of	page	table:	PAE's	Page-Directory	Pointer	Table	is	extended	from	four	entries	to	512,	and	an	additional	Page-Map	Level	4	(PML4)	Table	is
added,	containing	512	entries	in	48-bit	implementations.[11]: 131 	A	full	mapping	hierarchy	of	4	KiB	pages	for	the	whole	48-bit	space	would	take	a	bit	more	than	512	GiB	of	memory	(about	0.195%	of	the	256	TiB	virtual	space).	64	bit	page	table	entry	Bits:	63	62	...	52	51	...	32	Content:	NX	reserved	Bit	51...32	of	base	address	Bits:	31	...	12	11	...	9	8	7	6	5
4	3	2	1	0	Content:	Bit	31...12	of	base	address	ign.	G	PAT	D	A	PCD	PWT	U/S	R/W	P	Intel	has	implemented	a	scheme	with	a	5-level	page	table,	which	allows	Intel	64	processors	to	support	57-bit	addresses,	and	in	turn,	a	128	PiB	virtual	address	space.[24]	Further	extensions	may	allow	full	64-bit	virtual	address	space	and	physical	memory	with	12-bit
page	table	descriptors	and	16-	or	21-bit	memory	offsets	for	64	KiB	and	2	MiB	page	allocation	sizes;	the	page	table	entry	would	be	expanded	to	128	bits	to	support	additional	hardware	flags	for	page	size	and	virtual	address	space	size.[25]	The	operating	system	can	also	limit	the	virtual	address	space.	Details,	where	applicable,	are	given	in	the
"Operating	system	compatibility	and	characteristics"	section.	Current	AMD64	processors	support	a	physical	address	space	of	up	to	248	bytes	of	RAM,	or	256	TiB.[19]	However,	as	of	2020[update],	there	were	no	known	x86-64	motherboards	that	support	256	TiB	of	RAM.[26][27][28][29][failed	verification]	The	operating	system	may	place	additional
limits	on	the	amount	of	RAM	that	is	usable	or	supported.	Details	on	this	point	are	given	in	the	"Operating	system	compatibility	and	characteristics"	section	of	this	article.	The	architecture	has	two	primary	modes	of	operation:	long	mode	and	legacy	mode.	Operating	Operating	system	required	Type	of	code	being	run	Size	(in	bits)	No.	of	general-purpose
registers	Mode	Sub-mode	Addresses	Operands	(default	in	italics)	Long	mode	64-bit	mode	64-bit	OS,	64-bit	UEFI	firmware,	or	the	previous	two	interacting	via	a	64-bit	firmware's	UEFI	interface	64-bit	64	8,	16,	32,	64	16	Compatibility	mode	Bootloader	or	64-bit	OS	32-bit	32	8,	16,	32	8	16-bit	protected	mode	16	8,	16,	32	8	Legacy	mode	Protected	mode
Bootloader,	32-bit	OS,	32-bit	UEFI	firmware,	or	the	latter	two	interacting	via	the	firmware's	UEFI	interface	32-bit	32	8,	16,	32	8	16-bit	protected	mode	OS	16-bit	protected	mode	16	8,	16,	32[m	1]	8	Virtual	8086	mode	16-bit	protected	mode	or	32-bit	OS	subset	of	real	mode	16	8,	16,	32[m	1]	8	Unreal	mode	Bootloader	or	real	mode	OS	real	mode	16,	20,
32	8,	16,	32[m	1]	8	Real	mode	Bootloader,	real	mode	OS,	or	any	OS	interfacing	with	a	firmware's	BIOS	interface[30]	real	mode	16,	20,	21	8,	16,	32[m	1]	8	^	a	b	c	d	Note	that	16-bit	code	written	for	the	80286	and	below	does	not	use	32-bit	operand	instructions.	Code	written	for	the	80386	and	above	can	use	the	operand-size	override	prefix	(0x66).
Normally	this	prefix	is	used	by	protected	and	long	mode	code	for	the	purpose	of	using	16-bit	operands,	as	that	code	would	be	running	in	a	code	segment	with	a	default	operand	size	of	32	bits.	In	real	mode,	the	default	operand	size	is	16	bits,	so	the	0x66	prefix	is	interpreted	differently,	changing	operand	size	to	32	bits.	State	diagram	of	the	x86-64
operating	modes	Main	article:	Long	mode	Long	mode	is	the	architecture's	intended	primary	mode	of	operation;	it	is	a	combination	of	the	processor's	native	64-bit	mode	and	a	combined	32-bit	and	16-bit	compatibility	mode.	It	is	used	by	64-bit	operating	systems.	Under	a	64-bit	operating	system,	64-bit	programs	run	under	64-bit	mode,	and	32-bit	and
16-bit	protected	mode	applications	(that	do	not	need	to	use	either	real	mode	or	virtual	8086	mode	in	order	to	execute	at	any	time)	run	under	compatibility	mode.	Real-mode	programs	and	programs	that	use	virtual	8086	mode	at	any	time	cannot	be	run	in	long	mode	unless	those	modes	are	emulated	in	software.[11]: 11 	However,	such	programs	may	be
started	from	an	operating	system	running	in	long	mode	on	processors	supporting	VT-x	or	AMD-V	by	creating	a	virtual	processor	running	in	the	desired	mode.	Since	the	basic	instruction	set	is	the	same,	there	is	almost	no	performance	penalty	for	executing	protected	mode	x86	code.	This	is	unlike	Intel's	IA-64,	where	differences	in	the	underlying
instruction	set	mean	that	running	32-bit	code	must	be	done	either	in	emulation	of	x86	(making	the	process	slower)	or	with	a	dedicated	x86	coprocessor.	However,	on	the	x86-64	platform,	many	x86	applications	could	benefit	from	a	64-bit	recompile,	due	to	the	additional	registers	in	64-bit	code	and	guaranteed	SSE2-based	FPU	support,	which	a
compiler	can	use	for	optimization.	However,	applications	that	regularly	handle	integers	wider	than	32	bits,	such	as	cryptographic	algorithms,	will	need	a	rewrite	of	the	code	handling	the	huge	integers	in	order	to	take	advantage	of	the	64-bit	registers.	Legacy	mode	is	the	mode	that	the	processor	is	in	when	it	is	not	in	long	mode.[11]: 14 	In	this	mode,
the	processor	acts	like	an	older	x86	processor,	and	only	16-bit	and	32-bit	code	can	be	executed.	Legacy	mode	allows	for	a	maximum	of	32	bit	virtual	addressing	which	limits	the	virtual	address	space	to	4	GiB.[11]: 14 : 24 : 118 	64-bit	programs	cannot	be	run	from	legacy	mode.	Protected	mode	is	made	into	a	submode	of	legacy	mode.[11]: 14 	It	is	the
submode	that	32-bit	operating	systems	and	16-bit	protected	mode	operating	systems	operate	in	when	running	on	an	x86-64	CPU.[11]: 14 	Real	mode	is	the	initial	mode	of	operation	when	the	processor	is	initialized,	and	is	a	submode	of	legacy	mode.	It	is	backwards	compatible	with	the	original	Intel	8086	and	Intel	8088	processors.	Real	mode	is
primarily	used	today	by	operating	system	bootloaders,	which	are	required	by	the	architecture	to	configure	virtual	memory	details	before	transitioning	to	higher	modes.	This	mode	is	also	used	by	any	operating	system	that	needs	to	communicate	with	the	system	firmware	with	a	traditional	BIOS-style	interface.[30]	Intel	64	is	Intel's	implementation	of
x86-64,	used	and	implemented	in	various	processors	made	by	Intel.	Historically,	AMD	has	developed	and	produced	processors	with	instruction	sets	patterned	after	Intel's	original	designs,	but	with	x86-64,	roles	were	reversed:	Intel	found	itself	in	the	position	of	adopting	the	ISA	that	AMD	created	as	an	extension	to	Intel's	own	x86	processor	line.	Intel's
project	was	originally	codenamed	Yamhill[31]	(after	the	Yamhill	River	in	Oregon's	Willamette	Valley).	After	several	years	of	denying	its	existence,	Intel	announced	at	the	February	2004	IDF	that	the	project	was	indeed	underway.	Intel's	chairman	at	the	time,	Craig	Barrett,	admitted	that	this	was	one	of	their	worst-kept	secrets.[32][33]	Intel's	name	for
this	instruction	set	has	changed	several	times.	The	name	used	at	the	IDF	was	CT[34]	(presumably[original	research?]	for	Clackamas	Technology,	another	codename	from	an	Oregon	river);	within	weeks	they	began	referring	to	it	as	IA-32e	(for	IA-32	extensions)	and	in	March	2004	unveiled	the	"official"	name	EM64T	(Extended	Memory	64	Technology).
In	late	2006	Intel	began	instead	using	the	name	Intel	64	for	its	implementation,	paralleling	AMD's	use	of	the	name	AMD64.[35]	The	first	processor	to	implement	Intel	64	was	the	multi-socket	processor	Xeon	code-named	Nocona	in	June	2004.	In	contrast,	the	initial	Prescott	chips	(February	2004)	did	not	enable	this	feature.	Intel	subsequently	began
selling	Intel	64-enabled	Pentium	4s	using	the	E0	revision	of	the	Prescott	core,	being	sold	on	the	OEM	market	as	the	Pentium	4,	model	F.	The	E0	revision	also	adds	eXecute	Disable	(XD)	(Intel's	name	for	the	NX	bit)	to	Intel	64,	and	has	been	included	in	then	current	Xeon	code-named	Irwindale.	Intel's	official	launch	of	Intel	64	(under	the	name	EM64T
at	that	time)	in	mainstream	desktop	processors	was	the	N0	stepping	Prescott-2M.	The	first	Intel	mobile	processor	implementing	Intel	64	is	the	Merom	version	of	the	Core	2	processor,	which	was	released	on	July	27,	2006.	None	of	Intel's	earlier	notebook	CPUs	(Core	Duo,	Pentium	M,	Celeron	M,	Mobile	Pentium	4)	implement	Intel	64.	Intel's	processors
implementing	the	Intel64	architecture	include	the	Pentium	4	F-series/5x1	series,	506,	and	516,	Celeron	D	models	3x1,	3x6,	355,	347,	352,	360,	and	365	and	all	later	Celerons,	all	models	of	Xeon	since	"Nocona",	all	models	of	Pentium	Dual-Core	processors	since	"Merom-2M",	the	Atom	230,	330,	D410,	D425,	D510,	D525,	N450,	N455,	N470,	N475,
N550,	N570,	N2600	and	N2800,	all	versions	of	the	Pentium	D,	Pentium	Extreme	Edition,	Core	2,	Core	i9,	Core	i7,	Core	i5,	and	Core	i3	processors,	and	the	Xeon	Phi	7200	series	processors.	X86S	was	a	simplification	of	x86-64	first	proposed	by	Intel	in	May	2023.[36]	The	new	architecture	would	have	removed	support	for	16-bit	and	32-bit	operating
systems,	although	32-bit	programs	would	still	run	under	a	64-bit	OS.	A	compliant	CPU	would	have	no	longer	had	legacy	mode,	and	started	directly	in	64-bit	long	mode.	There	would	have	been	a	way	to	switch	to	5-level	paging	without	going	through	the	unpaged	mode.	Specific	removed	features	included:[37]	Segmentation	gates	32-bit	ring	0	VT-x	will
no	longer	emulate	this	feature	Rings	1	and	2	Ring	3	I/O	port	(IN/OUT)	access;	see	port-mapped	I/O	String	port	I/O	(INS/OUTS)	Real	mode	(including	huge	real	mode),	16-bit	protected	mode,	VM86	16-bit	addressing	mode	VT-x	will	no	longer	provide	unrestricted	mode	8259	support;	the	only	APIC	supported	would	be	X2APIC	Some	unused	operating
system	mode	bits	16-bit	and	32-bit	Startup	IPI	(SIPI)	The	draft	specification	received	multiple	updates,	reaching	version	1.2	by	June	2024.	It	was	eventually	abandoned	as	of	December	2024,	following	the	formation	of	the	x86	Ecosystem	Advisory	Group	by	Intel	and	AMD.[38]	Main	article:	x86	§	APX	(Advanced	Performance	Extensions)	Advanced
Performance	Extensions	is	a	2023	Intel	proposal	for	new	instructions	and	an	additional	16	general-purpose	registers.	VIA	Technologies	introduced	their	first	implementation	of	the	x86-64	architecture	in	2008	after	five	years	of	development	by	its	CPU	division,	Centaur	Technology.[39]	Codenamed	"Isaiah",	the	64-bit	architecture	was	unveiled	on
January	24,	2008,[40]	and	launched	on	May	29	under	the	VIA	Nano	brand	name.[41]	The	processor	supports	a	number	of	VIA-specific	x86	extensions	designed	to	boost	efficiency	in	low-power	appliances.	It	is	expected	that	the	Isaiah	architecture	will	be	twice	as	fast	in	integer	performance	and	four	times	as	fast	in	floating-point	performance	as	the
previous-generation	VIA	Esther	at	an	equivalent	clock	speed.	Power	consumption	is	also	expected	to	be	on	par	with	the	previous-generation	VIA	CPUs,	with	thermal	design	power	ranging	from	5	W	to	25	W.[42]	Being	a	completely	new	design,	the	Isaiah	architecture	was	built	with	support	for	features	like	the	x86-64	instruction	set	and	x86
virtualization	which	were	unavailable	on	its	predecessors,	the	VIA	C7	line,	while	retaining	their	encryption	extensions.	In	2020,	through	a	collaboration	between	AMD,	Intel,	Red	Hat,	and	SUSE,	three	microarchitecture	levels	(or	feature	levels)	on	top	of	the	x86-64	baseline	were	defined:	x86-64-v2,	x86-64-v3,	and	x86-64-v4.[43][44]	These	levels	define
specific	features	that	can	be	targeted	by	programmers	to	provide	compile-time	optimizations.	The	features	exposed	by	each	level	are	as	follows:[45]	CPU	microarchitecture	levels	Level	name	CPU	features	Example	instruction	Supported	processors	(baseline)also	as:x86-64-v1	CMOV	cmov	baseline	for	all	x86-64	CPUs	matches	the	common	capabilities
between	the	2003	AMD	AMD64	and	the	2004	Intel	EM64T	initial	implementations	in	the	AMD	K8	and	the	Intel	Prescott	processor	families	CX8	cmpxchg8b	FPU	fld	FXSR	fxsave	MMX	emms	OSFXSR	fxsave	SCE	syscall	SSE	cvtss2si	SSE2	cvtpi2pd	x86-64-v2	CMPXCHG16B	cmpxchg16b	Intel	Nehalem	and	newer	Intel	"big"	cores	Intel	(Atom)	Silvermont
and	newer	Intel	"small"	cores	AMD	Bulldozer	and	newer	AMD	"big"	cores	AMD	Jaguar	VIA	Nano	and	Eden	"C"	features	match	the	2008	Intel	Nehalem	architecture,	excluding	Intel-specific	instructions	LAHF-SAHF	lahf	POPCNT	popcnt	SSE3	addsubpd	SSE4_1	blendpd	SSE4_2	pcmpestri	SSSE3	pshufb	x86-64-v3	AVX	vzeroall	Intel	Haswell	and	newer
Intel	"big"	cores	(AVX2	enabled	models	only)	Intel	(Atom)	Gracemont	and	newer	Intel	"small"	cores	AMD	Excavator	and	newer	AMD	"big"	cores	QEMU	emulation	(as	of	version	7.2)[46][47]	features	match	the	2013	Intel	Haswell	architecture,	excluding	Intel-specific	instructions	AVX2	vpermd	BMI1	andn	BMI2	bzhi	F16C	vcvtph2ps	FMA	vfmadd132pd
LZCNT	lzcnt	MOVBE	movbe	OSXSAVE	xgetbv	x86-64-v4	AVX512F	kmovw	Intel	Skylake	and	newer	Intel	"big"	cores	(AVX512	enabled	models	only)	AMD	Zen	4	and	newer	AMD	cores	features	match	the	2017	Intel	Skylake-X	architecture,	excluding	Intel-specific	instructions	AVX512BW	vdbpsadbw	AVX512CD	vplzcntd	AVX512DQ	vpmullq	AVX512VL	—
The	x86-64	microarchitecture	feature	levels	can	also	be	found	as	AMD64-v1,	AMD64-v2	..	or	AMD64_v1	..	in	settings	where	the	"AMD64"	nomenclature	is	used.	These	are	used	as	synonyms	with	the	x86-64-vX	nomenclature	and	are	thus	functionally	identical.	Examples	of	this	include	the	Go	language	documentation	and	the	Fedora	Linux	distribution.
All	levels	include	features	found	in	the	previous	levels.	Instruction	set	extensions	not	concerned	with	general-purpose	computation,	including	AES-NI	and	RDRAND,	are	excluded	from	the	level	requirements.	On	any	x86_64	Linux	distribution,	all	x86_64	feature	levels	supported	by	a	CPU	can	be	verified	using	command:	ld.so	--help	The	result	will	be
visible	at	the	end	of	command's	output:	Subdirectories	of	glibc-hwcaps	directories,	in	priority	order:	x86-64-v4	x86-64-v3	(supported,	searched)	x86-64-v2	(supported,	searched)	Here	x86-64-v4	feature	level	is	not	supported	by	CPU,	but	x86-64-v3	and	x86-64-v2	are,	which	means	this	CPU	does	not	support	AVX512	required	at	v4	level.	Although	nearly
identical,	there	are	some	differences	between	the	two	instruction	sets	in	the	semantics	of	a	few	seldom	used	machine	instructions	(or	situations),	which	are	mainly	used	for	system	programming.[48]	Unless	instructed	to	otherwise	via	-march	settings,	compilers	generally	produce	executables	(i.e.	machine	code)	that	avoid	any	differences,	at	least	for
ordinary	application	programs.	This	is	therefore	of	interest	mainly	to	developers	of	compilers,	operating	systems	and	similar,	which	must	deal	with	individual	and	special	system	instructions.	Intel	64	allows	SYSCALL/SYSRET	only	in	64-bit	mode	(not	in	compatibility	mode),[49]	and	allows	SYSENTER/SYSEXIT	in	both	modes.[50]	AMD64	lacks
SYSENTER/SYSEXIT	in	both	sub-modes	of	long	mode.[11]: 33 	When	returning	to	a	non-canonical	address	using	SYSRET,	AMD64	processors	execute	the	general	protection	fault	handler	in	privilege	level	3,[51]	while	on	Intel	64	processors	it	is	executed	in	privilege	level	0.[52]	The	SYSRET	instruction	will	load	a	set	of	fixed	values	into	the	hidden	part
of	the	SS	segment	register	(base-address,	limit,	attributes)	on	Intel	64	but	leave	the	hidden	part	of	SS	unchanged	on	AMD64.[53]	AMD64	requires	a	different	microcode	update	format	and	control	MSRs	(model-specific	registers),	while	Intel	64	implements	microcode	update	unchanged	from	their	32-bit	only	processors.	Intel	64	lacks	some	MSRs	that
are	considered	architectural	in	AMD64.	These	include	SYSCFG,	TOP_MEM,	and	TOP_MEM2.	Intel	64	lacks	the	ability	to	save	and	restore	a	reduced	(and	thus	faster)	version	of	the	floating-point	state	(involving	the	FXSAVE	and	FXRSTOR	instructions).[clarification	needed]	In	64-bit	mode,	near	branches	with	the	66H	(operand	size	override)	prefix
behave	differently.	Intel	64	ignores	this	prefix:	the	instruction	has	a	32-bit	sign	extended	offset,	and	instruction	pointer	is	not	truncated.	AMD64	uses	a	16-bit	offset	field	in	the	instruction,	and	clears	the	top	48	bits	of	instruction	pointer.	On	Intel	64	but	not	AMD64,	the	REX.W	prefix	can	be	used	with	the	far-pointer	instructions	(LFS,	LGS,	LSS,	JMP
FAR,	CALL	FAR)	to	increase	the	size	of	their	far	pointer	argument	to	80	bits	(64-bit	offset	+	16-bit	segment).	When	the	MOVSXD	instruction	is	executed	with	a	memory	source	operand	and	an	operand-size	of	16	bits,	the	memory	operand	will	be	accessed	with	a	16-bit	read	on	Intel	64,	but	a	32-bit	read	on	AMD64.	The
FCOMI/FCOMIP/FUCOMI/FUCOMIP	(x87	floating-point	compare)	instructions	will	clear	the	OF,	SF	and	AF	bits	of	EFLAGS	on	Intel	64,	but	leave	these	flag	bits	unmodified	on	AMD64.	For	the	VMASKMOVPS/VMASKMOVPD/VPMASKMOVD/VPMASKMOVQ	(AVX/AVX2	masked	move	to/from	memory)	instructions,	Intel	64	architecturally	guarantees
that	the	instructions	will	not	cause	memory	faults	(e.g.	page-faults	and	segmentation-faults)	for	any	zero-masked	lanes,	while	AMD64	does	not	provide	such	a	guarantee.	If	the	RDRAND	instruction	fails	to	obtain	a	random	number	(as	indicated	by	EFLAGS.CF=0),	the	destination	register	is	architecturally	guaranteed	to	be	set	to	0	on	Intel	64	but	not
AMD64.	For	the	VPINSRD	and	VPEXTRD	(AVX	vector	lane	insert/extract)	instructions	outside	64-bit	mode,	AMD64	requires	the	instructions	to	be	encoded	with	VEX.W=0,	while	Intel	64	also	accepts	encodings	with	VEX.W=1.	(In	64-bit	mode,	both	AMD64	and	Intel	64	require	VEX.W=0.)	The	0F	0D	/r	opcode	with	the	ModR/M	byte's	Mod	field	set	to
11b	is	a	Reserved-NOP	on	Intel	64[54]	but	will	cause	#UD	(invalid-opcode	exception)	on	AMD64.[55]	The	ordering	guarantees	provided	by	some	memory	ordering	instructions	such	as	LFENCE	and	MFENCE	differ	between	Intel	64	and	AMD64:	LFENCE	is	dispatch-serializing	(enabling	it	to	be	used	as	a	speculation	fence)	on	Intel	64	but	is	not
architecturally	guaranteed	to	be	dispatch-serializing	on	AMD64.[56]	MFENCE	is	a	fully	serializing	instruction	(including	instruction	fetch	serialization)	on	AMD64	but	not	Intel	64.	The	MOV	to	CR8	and	INVPCID	instructions	are	serializing	on	AMD64	but	not	Intel	64.	The	LMSW	instruction	is	serializing	on	Intel	64	but	not	AMD64.	WRMSR	to	the
x2APIC	ICR	(Interrupt	Command	Register;	MSR	830h)	is	commonly	used	to	produce	an	IPI	(Inter-processor	interrupt)	—	on	Intel	64[57]	but	not	AMD64[58]	CPUs,	such	an	IPI	can	be	reordered	before	an	older	memory	store.	This	section	needs	to	be	updated.	The	reason	given	is:	future	tense	relating	to	processors	that	have	been	out	for	years,	dates
with	day	and	month	but	no	year.	Please	help	update	this	article	to	reflect	recent	events	or	newly	available	information.	(January	2023)	The	AMD64	processors	prior	to	Revision	F[59]	(distinguished	by	the	switch	from	DDR	to	DDR2	memory	and	new	sockets	AM2,	F	and	S1)	of	2006	lacked	the	CMPXCHG16B	instruction,	which	is	an	extension	of	the
CMPXCHG8B	instruction	present	on	most	post-80486	processors.	Similar	to	CMPXCHG8B,	CMPXCHG16B	allows	for	atomic	operations	on	octa-words	(128-bit	values).	This	is	useful	for	parallel	algorithms	that	use	compare	and	swap	on	data	larger	than	the	size	of	a	pointer,	common	in	lock-free	and	wait-free	algorithms.	Without	CMPXCHG16B	one
must	use	workarounds,	such	as	a	critical	section	or	alternative	lock-free	approaches.[60]	Its	absence	also	prevents	64-bit	Windows	prior	to	Windows	8.1	from	having	a	user-mode	address	space	larger	than	8	TiB.[61]	The	64-bit	version	of	Windows	8.1	requires	the	instruction.[62]	Early	AMD64	and	Intel	64	CPUs	lacked	LAHF	and	SAHF	instructions	in
64-bit	mode.	AMD	introduced	these	instructions	(also	in	64-bit	mode)	with	their	90	nm	(revision	D)	processors,	starting	with	Athlon	64	in	October	2004.[63][64]	Intel	introduced	the	instructions	in	October	2005	with	the	0F47h	and	later	revisions	of	NetBurst.[70]	The	64-bit	version	of	Windows	8.1	requires	this	feature.[62]	Early	Intel	CPUs	with
Intel	64	also	lack	the	NX	bit	of	the	AMD64	architecture.	It	was	added	in	the	stepping	E0	(0F41h)	Pentium	4	in	October	2004.[71]	This	feature	is	required	by	all	versions	of	Windows	8.	Early	Intel	64	implementations	had	a	36-bit	(64	GiB)	physical	addressing	of	memory	while	original	AMD64	implementations	had	a	40-bit	(1	TiB)	physical	addressing.
Intel	used	the	40-bit	physical	addressing	first	on	Xeon	MP	(Potomac),	launched	on	29	March	2005.[72]	The	difference	is	not	a	difference	of	the	user-visible	ISAs.	In	2007	AMD	10h-based	Opteron	was	the	first	to	provide	a	48-bit	(256	TiB)	physical	address	space.[73][74]	Intel	64's	physical	addressing	was	extended	to	44	bits	(16	TiB)	in	Nehalem-EX	in
2010[75]	and	to	46	bits	(64	TiB)	in	Sandy	Bridge	E	in	2011.[76][77]	With	the	Ice	Lake	3rd	gen	Xeon	Scalable	processors,	Intel	increased	the	virtual	addressing	to	57	bits	(128	PiB)	and	physical	to	52	bits	(4	PiB)	in	2021,	necessitating	a	5-level	paging.[78]	The	following	year	AMD64	added	the	same	in	4th	generation	EPYC	(Genoa).[79]	Non-server	CPUs
retain	smaller	address	spaces	for	longer.	On	all	AMD64	processors,	the	BSF	and	BSR	instructions	will,	when	given	a	source	value	of	0,	leave	their	destination	register	unmodified.	This	is	mostly	the	case	on	Intel	64	processors	as	well,	except	that	on	some	older	Intel	64	CPUs,	executing	these	instructions	with	an	operand	size	of	32	bits	will	clear	the	top
32	bits	of	their	destination	register	even	with	a	source	value	of	0	(with	the	low	32	bits	kept	unchanged.)[80]	AMD64	processors	since	Opteron	Rev.	E	and	Athlon	64	Rev.	D	reintroduced	limited	support	for	segmentation,	via	the	Long	Mode	Segment	Limit	Enable	(LMSLE)	bit,	to	ease	virtualization	of	64-bit	guests.[81][82]	LMLSE	support	was	removed
in	the	Zen	3	processor.[83]	On	all	Intel	64	processors,	CLFLUSH	is	ordered	with	respect	to	SFENCE	-	this	is	also	the	case	on	newer	AMD64	processors	(Zen	1	and	later).	On	older	AMD64	processors,	imposing	ordering	on	the	CLFLUSH	instruction	instead	required	MFENCE.	An	area	chart	showing	the	representation	of	different	families	of
microprocessors	in	the	TOP500	supercomputer	ranking	list,	from	1993	to	2020[84]	In	supercomputers	tracked	by	TOP500,	the	appearance	of	64-bit	extensions	for	the	x86	architecture	enabled	64-bit	x86	processors	by	AMD	and	Intel	to	replace	most	RISC	processor	architectures	previously	used	in	such	systems	(including	PA-RISC,	SPARC,	Alpha	and
others),	as	well	as	32-bit	x86,	even	though	Intel	itself	initially	tried	unsuccessfully	to	replace	x86	with	a	new	incompatible	64-bit	architecture	in	the	Itanium	processor.	As	of	2023[update],	a	HPE	EPYC-based	supercomputer	called	Frontier	is	number	one.	The	first	ARM-based	supercomputer	appeared	on	the	list	in	2018[85]	and,	in	recent	years,	non-
CPU	architecture	co-processors	(GPGPU)	have	also	played	a	big	role	in	performance.	Intel's	Xeon	Phi	"Knights	Corner"	coprocessors,	which	implement	a	subset	of	x86-64	with	some	vector	extensions,[86]	are	also	used,	along	with	x86-64	processors,	in	the	Tianhe-2	supercomputer.[87]	The	following	operating	systems	and	releases	support	the	x86-64
architecture	in	long	mode.	Preliminary	infrastructure	work	was	started	in	February	2004	for	a	x86-64	port.[88]	This	development	later	stalled.	Development	started	again	during	July	2007[89]	and	continued	during	Google	Summer	of	Code	2008	and	SoC	2009.[90][91]	The	first	official	release	to	contain	x86-64	support	was	version	2.4.[92]	FreeBSD
first	added	x86-64	support	under	the	name	"amd64"	as	an	experimental	architecture	in	5.1-RELEASE	in	June	2003.	It	was	included	as	a	standard	distribution	architecture	as	of	5.2-RELEASE	in	January	2004.	Since	then,	FreeBSD	has	designated	it	as	a	Tier	1	platform.	The	6.0-RELEASE	version	cleaned	up	some	quirks	with	running	x86	executables
under	amd64,	and	most	drivers	work	just	as	they	do	on	the	x86	architecture.	Work	is	currently	being	done	to	integrate	more	fully	the	x86	application	binary	interface	(ABI),	in	the	same	manner	as	the	Linux	32-bit	ABI	compatibility	currently	works.	x86-64	architecture	support	was	first	committed	to	the	NetBSD	source	tree	on	June	19,	2001.	As	of
NetBSD	2.0,	released	on	December	9,	2004,	NetBSD/amd64	is	a	fully	integrated	and	supported	port.	32-bit	code	is	still	supported	in	64-bit	mode,	with	a	netbsd-32	kernel	compatibility	layer	for	32-bit	syscalls.	The	NX	bit	is	used	to	provide	non-executable	stack	and	heap	with	per-page	granularity	(segment	granularity	being	used	on	32-bit	x86).
OpenBSD	has	supported	AMD64	since	OpenBSD	3.5,	released	on	May	1,	2004.	Complete	in-tree	implementation	of	AMD64	support	was	achieved	prior	to	the	hardware's	initial	release	because	AMD	had	loaned	several	machines	for	the	project's	hackathon	that	year.	OpenBSD	developers	have	taken	to	the	platform	because	of	its	support	for	the	NX	bit,
which	allowed	for	an	easy	implementation	of	the	W^X	feature.	The	code	for	the	AMD64	port	of	OpenBSD	also	runs	on	Intel	64	processors	which	contains	cloned	use	of	the	AMD64	extensions,	but	since	Intel	left	out	the	page	table	NX	bit	in	early	Intel	64	processors,	there	is	no	W^X	capability	on	those	Intel	CPUs;	later	Intel	64	processors	added	the	NX
bit	under	the	name	"XD	bit".	Symmetric	multiprocessing	(SMP)	works	on	OpenBSD's	AMD64	port,	starting	with	release	3.6	on	November	1,	2004.	This	article	needs	additional	citations	for	verification.	Please	help	improve	this	article	by	adding	citations	to	reliable	sources.	Unsourced	material	may	be	challenged	and	removed.Find	sources:	"X86-64"	–
	news	·	newspapers	·	books	·	scholar	·	JSTOR	(December	2022)	(Learn	how	and	when	to	remove	this	message)	It	is	possible	to	enter	long	mode	under	DOS	without	a	DOS	extender,[93]	but	the	user	must	return	to	real	mode	in	order	to	call	BIOS	or	DOS	interrupts.	It	may	also	be	possible	to	enter	long	mode	with	a	DOS	extender	similar	to	DOS/4GW,	but
more	complex	since	x86-64	lacks	virtual	8086	mode.	DOS	itself	is	not	aware	of	that,	and	no	benefits	should	be	expected	unless	running	DOS	in	an	emulation	with	an	adequate	virtualization	driver	backend,	for	example:	the	mass	storage	interface.	See	also:	Comparison	of	Linux	distributions	§	Instruction	set	architecture	support	Linux	was	the	first
operating	system	kernel	to	run	the	x86-64	architecture	in	long	mode,	starting	with	the	2.4	version	in	2001	(preceding	the	hardware's	availability).[94][95]	Linux	also	provides	backward	compatibility	for	running	32-bit	executables.	This	permits	programs	to	be	recompiled	into	long	mode	while	retaining	the	use	of	32-bit	programs.	Current	Linux
distributions	ship	with	x86-64-native	kernels	and	userlands.	Some,	such	as	Arch	Linux,[96]	SUSE,	Mandriva,	and	Debian,	allow	users	to	install	a	set	of	32-bit	components	and	libraries	when	installing	off	a	64-bit	distribution	medium,	thus	allowing	most	existing	32-bit	applications	to	run	alongside	the	64-bit	OS.	x32	ABI	(Application	Binary	Interface),
introduced	in	Linux	3.4,	allows	programs	compiled	for	the	x32	ABI	to	run	in	the	64-bit	mode	of	x86-64	while	only	using	32-bit	pointers	and	data	fields.[97][98][99]	Though	this	limits	the	program	to	a	virtual	address	space	of	4	GiB,	it	also	decreases	the	memory	footprint	of	the	program	and	in	some	cases	can	allow	it	to	run	faster.[97][98][99]	64-bit
Linux	allows	up	to	128	TiB	of	virtual	address	space	for	individual	processes,	and	can	address	approximately	64	TiB	of	physical	memory,	subject	to	processor	and	system	limitations,[100]	or	up	to	128	PiB	(virtual)	and	4	PiB	(physical)	with	5-level	paging	enabled.[101]	Mac	OS	X	10.4.7	and	higher	versions	of	Mac	OS	X	10.4	run	64-bit	command-line	tools
using	the	POSIX	and	math	libraries	on	64-bit	Intel-based	machines,	just	as	all	versions	of	Mac	OS	X	10.4	and	10.5	run	them	on	64-bit	PowerPC	machines.	No	other	libraries	or	frameworks	work	with	64-bit	applications	in	Mac	OS	X	10.4.[102]	The	kernel,	and	all	kernel	extensions,	are	32-bit	only.	Mac	OS	X	10.5	supports	64-bit	GUI	applications	using
Cocoa,	Quartz,	OpenGL,	and	X11	on	64-bit	Intel-based	machines,	as	well	as	on	64-bit	PowerPC	machines.[103]	All	non-GUI	libraries	and	frameworks	also	support	64-bit	applications	on	those	platforms.	The	kernel,	and	all	kernel	extensions,	are	32-bit	only.	Mac	OS	X	10.6	is	the	first	version	of	macOS	that	supports	a	64-bit	kernel.	However,	not	all	64-bit
computers	can	run	the	64-bit	kernel,	and	not	all	64-bit	computers	that	can	run	the	64-bit	kernel	will	do	so	by	default.[104]	The	64-bit	kernel,	like	the	32-bit	kernel,	supports	32-bit	applications;	both	kernels	also	support	64-bit	applications.	32-bit	applications	have	a	virtual	address	space	limit	of	4	GiB	under	either	kernel.[105][106]	The	64-bit	kernel
does	not	support	32-bit	kernel	extensions,	and	the	32-bit	kernel	does	not	support	64-bit	kernel	extensions.	OS	X	10.8	includes	only	the	64-bit	kernel,	but	continues	to	support	32-bit	applications;	it	does	not	support	32-bit	kernel	extensions,	however.	macOS	10.15	includes	only	the	64-bit	kernel	and	no	longer	supports	32-bit	applications.	This	removal	of
support	has	presented	a	problem	for	Wine	(and	the	commercial	version	CrossOver),	as	it	needs	to	still	be	able	to	run	32-bit	Windows	applications.	The	solution,	termed	wine32on64,	was	to	add	thunks	that	bring	the	CPU	in	and	out	of	32-bit	compatibility	mode	in	the	nominally	64-bit	application.[107][108]	macOS	uses	the	universal	binary	format	to
package	32-	and	64-bit	versions	of	application	and	library	code	into	a	single	file;	the	most	appropriate	version	is	automatically	selected	at	load	time.	In	Mac	OS	X	10.6,	the	universal	binary	format	is	also	used	for	the	kernel	and	for	those	kernel	extensions	that	support	both	32-bit	and	64-bit	kernels.	See	also:	illumos	Solaris	10	and	later	releases	support



the	x86-64	architecture.	For	Solaris	10,	just	as	with	the	SPARC	architecture,	there	is	only	one	operating	system	image,	which	contains	a	32-bit	kernel	and	a	64-bit	kernel;	this	is	labeled	as	the	"x64/x86"	DVD-ROM	image.	The	default	behavior	is	to	boot	a	64-bit	kernel,	allowing	both	64-bit	and	existing	or	new	32-bit	executables	to	be	run.	A	32-bit	kernel
can	also	be	manually	selected,	in	which	case	only	32-bit	executables	will	run.	The	isainfo	command	can	be	used	to	determine	if	a	system	is	running	a	64-bit	kernel.	For	Solaris	11,	only	the	64-bit	kernel	is	provided.	However,	the	64-bit	kernel	supports	both	32-	and	64-bit	executables,	libraries,	and	system	calls.	x64	editions	of	Microsoft	Windows	client
and	server—Windows	XP	Professional	x64	Edition	and	Windows	Server	2003	x64	Edition—were	released	in	March	2005.[109]	Internally	they	are	actually	the	same	build	(5.2.3790.1830	SP1),[110][111]	as	they	share	the	same	source	base	and	operating	system	binaries,	so	even	system	updates	are	released	in	unified	packages,	much	in	the	manner	as
Windows	2000	Professional	and	Server	editions	for	x86.	Windows	Vista,	which	also	has	many	different	editions,	was	released	in	January	2007.	Windows	7	was	released	in	July	2009.	Windows	Server	2008	R2	was	sold	in	only	x64	and	Itanium	editions;	later	versions	of	Windows	Server	only	offer	an	x64	edition.	Versions	of	Windows	for	x64	prior	to
Windows	8.1	and	Windows	Server	2012	R2	offer	the	following:	8	TiB	of	virtual	address	space	per	process,	accessible	from	both	user	mode	and	kernel	mode,	referred	to	as	the	user	mode	address	space.	An	x64	program	can	use	all	of	this,	subject	to	backing	store	limits	on	the	system,	and	provided	it	is	linked	with	the	"large	address	aware"	option,	which
is	present	by	default.[112]	This	is	a	4096-fold	increase	over	the	default	2	GiB	user-mode	virtual	address	space	offered	by	32-bit	Windows.[113][114]	8	TiB	of	kernel	mode	virtual	address	space	for	the	operating	system.[113]	As	with	the	user	mode	address	space,	this	is	a	4096-fold	increase	over	32-bit	Windows	versions.	The	increased	space	primarily
benefits	the	file	system	cache	and	kernel	mode	"heaps"	(non-paged	pool	and	paged	pool).	Windows	only	uses	a	total	of	16	TiB	out	of	the	256	TiB	implemented	by	the	processors	because	early	AMD64	processors	lacked	a	CMPXCHG16B	instruction.[115]	Under	Windows	8.1	and	Windows	Server	2012	R2,	both	user	mode	and	kernel	mode	virtual	address
spaces	have	been	extended	to	128	TiB.[23]	These	versions	of	Windows	will	not	install	on	processors	that	lack	the	CMPXCHG16B	instruction.	The	following	additional	characteristics	apply	to	all	x64	versions	of	Windows:	Ability	to	run	existing	32-bit	applications	(.exe	programs)	and	dynamic	link	libraries	(.dlls)	using	WoW64	if	WoW64	is	supported	on
that	version.	Furthermore,	a	32-bit	program,	if	it	was	linked	with	the	"large	address	aware"	option,[112]	can	use	up	to	4	GiB	of	virtual	address	space	in	64-bit	Windows,	instead	of	the	default	2	GiB	(optional	3	GiB	with	/3GB	boot	option	and	"large	address	aware"	link	option)	offered	by	32-bit	Windows.[116]	Unlike	the	use	of	the	/3GB	boot	option	on
x86,	this	does	not	reduce	the	kernel	mode	virtual	address	space	available	to	the	operating	system.	32-bit	applications	can,	therefore,	benefit	from	running	on	x64	Windows	even	if	they	are	not	recompiled	for	x86-64.	Both	32-	and	64-bit	applications,	if	not	linked	with	"large	address	aware",	are	limited	to	2	GiB	of	virtual	address	space.	Ability	to	use	up
to	128	GiB	(Windows	XP/Vista),	192	GiB	(Windows	7),	512	GiB	(Windows	8),	1	TiB	(Windows	Server	2003),	2	TiB	(Windows	Server	2008/Windows	10),	4	TiB	(Windows	Server	2012),	or	24	TiB	(Windows	Server	2016/2019)	of	physical	random	access	memory	(RAM).[117]	LLP64	data	model:	in	C/C++,	"int"	and	"long"	types	are	32	bits	wide,	"long	long"	is
64	bits,	while	pointers	and	types	derived	from	pointers	are	64	bits	wide.	Kernel	mode	device	drivers	must	be	64-bit	versions;	there	is	no	way	to	run	32-bit	kernel	mode	executables	within	the	64-bit	operating	system.	User	mode	device	drivers	can	be	either	32-bit	or	64-bit.	16-bit	Windows	(Win16)	and	DOS	applications	will	not	run	on	x86-64	versions	of
Windows	due	to	the	removal	of	the	virtual	DOS	machine	subsystem	(NTVDM)	which	relied	upon	the	ability	to	use	virtual	8086	mode.	Virtual	8086	mode	cannot	be	entered	while	running	in	long	mode.	Full	implementation	of	the	NX	(No	Execute)	page	protection	feature.	This	is	also	implemented	on	recent	32-bit	versions	of	Windows	when	they	are
started	in	PAE	mode.	Instead	of	FS	segment	descriptor	on	x86	versions	of	the	Windows	NT	family,	GS	segment	descriptor	is	used	to	point	to	two	operating	system	defined	structures:	Thread	Information	Block	(NT_TIB)	in	user	mode	and	Processor	Control	Region	(KPCR)	in	kernel	mode.	Thus,	for	example,	in	user	mode	GS:0	is	the	address	of	the	first
member	of	the	Thread	Information	Block.	Maintaining	this	convention	made	the	x86-64	port	easier,	but	required	AMD	to	retain	the	function	of	the	FS	and	GS	segments	in	long	mode	–	even	though	segmented	addressing	per	se	is	not	really	used	by	any	modern	operating	system.[113]	Early	reports	claimed	that	the	operating	system	scheduler	would	not
save	and	restore	the	x87	FPU	machine	state	across	thread	context	switches.	Observed	behavior	shows	that	this	is	not	the	case:	the	x87	state	is	saved	and	restored,	except	for	kernel	mode-only	threads	(a	limitation	that	exists	in	the	32-bit	version	as	well).	The	most	recent	documentation	available	from	Microsoft	states	that	the	x87/MMX/3DNow!
instructions	may	be	used	in	long	mode,	but	that	they	are	deprecated	and	may	cause	compatibility	problems	in	the	future.[116]	(3DNow!	is	no	longer	available	on	AMD	processors,	with	the	exception	of	the	PREFETCH	and	PREFETCHW	instructions,[118]	which	are	also	supported	on	Intel	processors	as	of	Broadwell.)	Some	components	like	Jet	Database
Engine	and	Data	Access	Objects	will	not	be	ported	to	64-bit	architectures	such	as	x86-64	and	IA-64.[119][120][121]	Microsoft	Visual	Studio	can	compile	native	applications	to	target	either	the	x86-64	architecture,	which	can	run	only	on	64-bit	Microsoft	Windows,	or	the	IA-32	architecture,	which	can	run	as	a	32-bit	application	on	32-bit	Microsoft
Windows	or	64-bit	Microsoft	Windows	in	WoW64	emulation	mode.	Managed	applications	can	be	compiled	either	in	IA-32,	x86-64	or	AnyCPU	modes.	Software	created	in	the	first	two	modes	behave	like	their	IA-32	or	x86-64	native	code	counterparts	respectively;	When	using	the	AnyCPU	mode,	however,	applications	in	32-bit	versions	of	Microsoft
Windows	run	as	32-bit	applications,	while	they	run	as	a	64-bit	application	in	64-bit	editions	of	Microsoft	Windows.	The	PlayStation	4	and	Xbox	One	use	AMD	x86-64	processors	based	on	the	Jaguar	microarchitecture.[122][123]	Firmware	and	games	are	written	in	x86-64	code;	no	legacy	x86	code	is	involved.	The	PlayStation	5	and	Xbox	Series	X/S	use
AMD	x86-64	processors	based	on	the	Zen	2	microarchitecture.[124][125]	The	Steam	Deck	uses	a	custom	AMD	x86-64	accelerated	processing	unit	(APU)	based	on	the	Zen	2	microarchitecture.[126]	Since	AMD64	and	Intel	64	are	substantially	similar,	many	software	and	hardware	products	use	one	vendor-neutral	term	to	indicate	their	compatibility
with	both	implementations.	AMD's	original	designation	for	this	processor	architecture,	"x86-64",	is	still	used	for	this	purpose,[2]	as	is	the	variant	"x86_64".[3][4]	Other	companies,	such	as	Microsoft[6]	and	Sun	Microsystems/Oracle	Corporation,[5]	use	the	contraction	"x64"	in	marketing	material.	The	term	IA-64	refers	to	the	Itanium	processor,	and
should	not	be	confused	with	x86-64,	as	it	is	a	completely	different	instruction	set.	Many	operating	systems	and	products,	especially	those	that	introduced	x86-64	support	prior	to	Intel's	entry	into	the	market,	use	the	term	"AMD64"	or	"amd64"	to	refer	to	both	AMD64	and	Intel	64.	amd64	Most	BSD	systems	such	as	FreeBSD,	MidnightBSD,	NetBSD	and
OpenBSD	refer	to	both	AMD64	and	Intel	64	under	the	architecture	name	"amd64".	Some	Linux	distributions	such	as	Debian,	Ubuntu,	Gentoo	Linux	refer	to	both	AMD64	and	Intel	64	under	the	architecture	name	"amd64".	Microsoft	Windows's	x64	versions	use	the	AMD64	moniker	internally	to	designate	various	components	which	use	or	are
compatible	with	this	architecture.	For	example,	the	environment	variable	PROCESSOR_ARCHITECTURE	is	assigned	the	value	"AMD64"	as	opposed	to	"x86"	in	32-bit	versions,	and	the	system	directory	on	a	Windows	x64	Edition	installation	CD-ROM	is	named	"AMD64",	in	contrast	to	"i386"	in	32-bit	versions.[127]	Sun's	Solaris's	isalist	command
identifies	both	AMD64-	and	Intel	64-based	systems	as	"amd64".	Java	Development	Kit	(JDK):	the	name	"amd64"	is	used	in	directory	names	containing	x86-64	files.	x86_64	The	Linux	kernel[128]	and	the	GNU	Compiler	Collection	refers	to	64-bit	architecture	as	"x86_64".	Some	Linux	distributions,	such	as	Fedora,	openSUSE,	Arch	Linux,	Gentoo	Linux
refer	to	this	64-bit	architecture	as	"x86_64".	Apple	macOS	refers	to	64-bit	architecture	as	"x86-64"	or	"x86_64",	as	seen	in	the	Terminal	command	arch[3]	and	in	their	developer	documentation.[2][4]	Breaking	with	most	other	BSD	systems,	DragonFly	BSD	refers	to	64-bit	architecture	as	"x86_64".	Haiku	refers	to	64-bit	architecture	as	"x86_64".	x86-
64/AMD64	was	solely	developed	by	AMD.	Until	April	2021	when	the	relevant	patents	expired,	AMD	held	patents	on	techniques	used	in	AMD64;[129][130][131]	those	patents	had	to	be	licensed	from	AMD	in	order	to	implement	AMD64.	Intel	entered	into	a	cross-licensing	agreement	with	AMD,	licensing	to	AMD	their	patents	on	existing	x86	techniques,
and	licensing	from	AMD	their	patents	on	techniques	used	in	x86-64.[132]	In	2009,	AMD	and	Intel	settled	several	lawsuits	and	cross-licensing	disagreements,	extending	their	cross-licensing	agreements.[133][134][135]	AGESA	(AMD	Generic	Encapsulated	Software	Architecture)	Transient	execution	CPU	vulnerability	^	Various	names	are	used	for	the
instruction	set.	Prior	to	the	launch,	x86-64	and	x86_64	were	used,	while	upon	the	release	AMD	named	it	AMD64.[1]	Intel	initially	used	the	names	IA-32e	and	EM64T	before	finally	settling	on	"Intel	64"	for	its	implementation.	Some	in	the	industry,	including	Apple,[2][3][4]	use	x86-64	and	x86_64,	while	others,	notably	Sun	Microsystems[5]	(now	Oracle
Corporation)	and	Microsoft,[6]	use	x64.	The	BSD	family	of	OSs	and	several	Linux	distributions[7][8]	use	AMD64,	as	does	Microsoft	Windows	internally.[9][10]	^	In	practice,	64-bit	operating	systems	generally	do	not	support	16-bit	applications,	although	modern	versions	of	Microsoft	Windows	contain	a	limited	workaround	that	effectively	supports	16-
bit	InstallShield	and	Microsoft	ACME	installers	by	silently	substituting	them	with	32-bit	code.[12]	^	The	Register	reported	that	the	stepping	G1	(0F49h)	of	Pentium	4	will	sample	on	October	17	and	ship	in	volume	on	November	14.[68]	However,	Intel's	document	says	that	samples	are	available	on	September	9,	whereas	October	17	is	the	"date	of	first
availability	of	post-conversion	material",	which	Intel	defines	as	"the	projected	date	that	a	customer	may	expect	to	receive	the	post-conversion	materials.	...	customers	should	be	prepared	to	receive	the	post-converted	materials	on	this	date".[69]	^	"Debian	AMD64	FAQ".	Debian	Wiki.	Archived	from	the	original	on	September	26,	2019.	Retrieved	May	3,
2012.	^	a	b	c	"x86-64	Code	Model".	Apple.	Archived	from	the	original	on	June	2,	2012.	Retrieved	November	23,	2012.	^	a	b	c	arch(1)	–	Darwin	and	macOS	General	Commands	Manual	^	a	b	c	Kevin	Van	Vechten	(August	9,	2006).	"re:	Intel	XNU	bug	report".	Darwin-dev	mailing	list.	Apple	Computer.	Archived	from	the	original	on	February	1,	2020.
Retrieved	October	5,	2006.	The	kernel	and	developer	tools	have	standardized	on	"x86_64"	for	the	name	of	the	Mach-O	architecture	^	a	b	"Solaris	10	on	AMD	Opteron".	Oracle.	Archived	from	the	original	on	July	25,	2017.	Retrieved	December	9,	2010.	^	a	b	"Microsoft	64-Bit	Computing".	Microsoft.	Archived	from	the	original	on	December	12,	2010.
Retrieved	December	9,	2010.	^	"AMD64	Port".	Debian.	Archived	from	the	original	on	September	26,	2019.	Retrieved	November	23,	2012.	^	"Gentoo/AMD64	Project".	Gentoo	Project.	Archived	from	the	original	on	June	3,	2013.	Retrieved	May	27,	2013.	^	"WOW64	Implementation	Details".	Archived	from	the	original	on	April	13,	2018.	Retrieved
January	24,	2016.	^	"ProcessorArchitecture	Class".	Archived	from	the	original	on	June	3,	2017.	Retrieved	January	24,	2016.	^	a	b	c	d	e	f	g	h	i	j	k	l	m	n	o	p	q	r	s	t	u	AMD	Corporation	(December	2016).	"Volume	2:	System	Programming"	(PDF).	AMD64	Architecture	Programmer's	Manual.	AMD	Corporation.	Archived	(PDF)	from	the	original	on	July	13,
2018.	Retrieved	March	25,	2017.	^	Raymond	Chen	(October	31,	2013).	"If	there	is	no	16-bit	emulation	layer	in	64-bit	Windows,	how	come	certain	16-bit	installers	are	allowed	to	run?".	Archived	from	the	original	on	July	14,	2021.	Retrieved	July	14,	2021.	^	"IBM	WebSphere	Application	Server	64-bit	Performance	Demystified"	(PDF).	IBM	Corporation.
September	6,	2007.	p.	14.	Archived	(PDF)	from	the	original	on	January	25,	2022.	Retrieved	April	9,	2010.	Figures	5,	6	and	7	also	show	the	32-bit	version	of	WAS	runs	applications	at	full	native	hardware	performance	on	the	POWER	and	x86-64	platforms.	Unlike	some	64-bit	processor	architectures,	the	POWER	and	x86-64	hardware	does	not	emulate
32-bit	mode.	Therefore	applications	that	do	not	benefit	from	64-bit	features	can	run	with	full	performance	on	the	32-bit	version	of	WebSphere	running	on	the	above	mentioned	64-bit	platforms.	^	"AMD	Discloses	New	Technologies	At	Microporcessor	Forum"	(Press	release).	AMD.	October	5,	1999.	Archived	from	the	original	on	March	8,	2012.
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challenged	and	removed.Find	sources:	"64-bit	computing"	–	news	·	newspapers	·	books	·	scholar	·	JSTOR	(April	2023)	(Learn	how	and	when	to	remove	this	message)	Computer	architecture	bit	widths	Bit	14812161824263031323645486064128256512bit	slicing	Application	8163264	Binary	floating-point	precision	16	(×½)2432	(×1)4064	(×2)80128
(×4)256	(×8)	Decimal	floating-point	precision	3264128	vte	Hex	dump	of	the	section	table	in	a	64-bit	Portable	Executable	File.	A	64-bit	word	can	be	expressed	as	a	sequence	of	16	hexadecimal	digits.	In	computer	architecture,	64-bit	integers,	memory	addresses,	or	other	data	units[a]	are	those	that	are	64	bits	wide.	Also,	64-bit	central	processing	units
(CPU)	and	arithmetic	logic	units	(ALU)	are	those	that	are	based	on	processor	registers,	address	buses,	or	data	buses	of	that	size.	A	computer	that	uses	such	a	processor	is	a	64-bit	computer.	From	the	software	perspective,	64-bit	computing	means	the	use	of	machine	code	with	64-bit	virtual	memory	addresses.	However,	not	all	64-bit	instruction	sets
support	full	64-bit	virtual	memory	addresses;	x86-64	and	AArch64,	for	example,	support	only	48	bits	of	virtual	address,	with	the	remaining	16	bits	of	the	virtual	address	required	to	be	all	zeros	(000...)	or	all	ones	(111...),	and	several	64-bit	instruction	sets	support	fewer	than	64	bits	of	physical	memory	address.	The	term	64-bit	also	describes	a
generation	of	computers	in	which	64-bit	processors	are	the	norm.	64	bits	is	a	word	size	that	defines	certain	classes	of	computer	architecture,	buses,	memory,	and	CPUs	and,	by	extension,	the	software	that	runs	on	them.	64-bit	CPUs	have	been	used	in	supercomputers	since	the	1970s	(Cray-1,	1975)	and	in	reduced	instruction	set	computers	(RISC)
based	workstations	and	servers	since	the	early	1990s.	In	2003,	64-bit	CPUs	were	introduced	to	the	mainstream	PC	market	in	the	form	of	x86-64	processors	and	the	PowerPC	G5.	A	64-bit	register	can	hold	any	of	264	(over	18	quintillion	or	1.8×1019)	different	values.	The	range	of	integer	values	that	can	be	stored	in	64	bits	depends	on	the	integer
representation	used.	With	the	two	most	common	representations,	the	range	is	0	through	18,446,744,073,709,551,615	(equal	to	264	−	1)	for	representation	as	an	(unsigned)	binary	number,	and	−9,223,372,036,854,775,808	(−263)	through	9,223,372,036,854,775,807	(263	−	1)	for	representation	as	two's	complement.	Hence,	a	processor	with	64-bit
memory	addresses	can	directly	access	264	bytes	(16	exabytes	or	EB)	of	byte-addressable	memory.	With	no	further	qualification,	a	64-bit	computer	architecture	generally	has	integer	and	addressing	registers	that	are	64	bits	wide,	allowing	direct	support	for	64-bit	data	types	and	addresses.	However,	a	CPU	might	have	external	data	buses	or	address
buses	with	different	sizes	from	the	registers,	even	larger	(the	32-bit	Pentium	had	a	64-bit	data	bus,	for	instance).[1]	This	section	does	not	cite	any	sources.	Please	help	improve	this	section	by	adding	citations	to	reliable	sources.	Unsourced	material	may	be	challenged	and	removed.	(April	2023)	(Learn	how	and	when	to	remove	this	message)	Processor
registers	are	typically	divided	into	several	groups:	integer,	floating-point,	single	instruction,	multiple	data	(SIMD),	control,	and	often	special	registers	for	address	arithmetic	which	may	have	various	uses	and	names	such	as	address,	index,	or	base	registers.	However,	in	modern	designs,	these	functions	are	often	performed	by	more	general	purpose
integer	registers.	In	most	processors,	only	integer	or	address-registers	can	be	used	to	address	data	in	memory;	the	other	types	of	registers	cannot.	The	size	of	these	registers	therefore	normally	limits	the	amount	of	directly	addressable	memory,	even	if	there	are	registers,	such	as	floating-point	registers,	that	are	wider.	Most	high	performance	32-bit
and	64-bit	processors	(some	notable	exceptions	are	older	or	embedded	ARM	architecture	(ARM)	and	32-bit	MIPS	architecture	(MIPS)	CPUs)	have	integrated	floating	point	hardware,	which	is	often,	but	not	always,	based	on	64-bit	units	of	data.	For	example,	although	the	x86/x87	architecture	has	instructions	able	to	load	and	store	64-bit	(and	32-bit)
floating-point	values	in	memory,	the	internal	floating-point	data	and	register	format	is	80	bits	wide,	while	the	general-purpose	registers	are	32	bits	wide.	In	contrast,	the	64-bit	Alpha	family	uses	a	64-bit	floating-point	data	and	register	format,	and	64-bit	integer	registers.	Many	computer	instruction	sets	are	designed	so	that	a	single	integer	register	can
store	the	memory	address	to	any	location	in	the	computer's	physical	or	virtual	memory.	Therefore,	the	total	number	of	addresses	to	memory	is	often	determined	by	the	width	of	these	registers.	The	IBM	System/360	of	the	1960s	was	an	early	32-bit	computer;	it	had	32-bit	integer	registers,	although	it	only	used	the	low	order	24	bits	of	a	word	for
addresses,	resulting	in	a	16	MiB	(16	×	10242	bytes)	address	space.	32-bit	superminicomputers,	such	as	the	DEC	VAX,	became	common	in	the	1970s,	and	32-bit	microprocessors,	such	as	the	Motorola	68000	family	and	the	32-bit	members	of	the	x86	family	starting	with	the	Intel	80386,	appeared	in	the	mid-1980s,	making	32	bits	something	of	a	de	facto
consensus	as	a	convenient	register	size.	A	32-bit	address	register	meant	that	232	addresses,	or	4	GB	of	random-access	memory	(RAM),	could	be	referenced.	When	these	architectures	were	devised,	4	GB	of	memory	was	so	far	beyond	the	typical	amounts	(4	MiB)	in	installations,	that	this	was	considered	to	be	enough	headroom	for	addressing.	4.29
billion	addresses	were	considered	an	appropriate	size	to	work	with	for	another	important	reason:	4.29	billion	integers	are	enough	to	assign	unique	references	to	most	entities	in	applications	like	databases.	Some	supercomputer	architectures	of	the	1970s	and	1980s,	such	as	the	Cray-1,[2]	used	registers	up	to	64	bits	wide,	and	supported	64-bit	integer
arithmetic,	although	they	did	not	support	64-bit	addressing.	In	the	mid-1980s,	Intel	i860[3]	development	began	culminating	in	a	1989	release;	the	i860	had	32-bit	integer	registers	and	32-bit	addressing,	so	it	was	not	a	fully	64-bit	processor,	although	its	graphics	unit	supported	64-bit	integer	arithmetic.[4]	However,	32	bits	remained	the	norm	until	the
early	1990s,	when	the	continual	reductions	in	the	cost	of	memory	led	to	installations	with	amounts	of	RAM	approaching	4	GB,	and	the	use	of	virtual	memory	spaces	exceeding	the	4	GB	ceiling	became	desirable	for	handling	certain	types	of	problems.	In	response,	MIPS	and	DEC	developed	64-bit	microprocessor	architectures,	initially	for	high-end
workstation	and	server	machines.	By	the	mid-1990s,	HAL	Computer	Systems,	Sun	Microsystems,	IBM,	Silicon	Graphics,	and	Hewlett-Packard	had	developed	64-bit	architectures	for	their	workstation	and	server	systems.	A	notable	exception	to	this	trend	were	mainframes	from	IBM,	which	then	used	32-bit	data	and	31-bit	address	sizes;	the	IBM
mainframes	did	not	include	64-bit	processors	until	2000.	During	the	1990s,	several	low-cost	64-bit	microprocessors	were	used	in	consumer	electronics	and	embedded	applications.	Notably,	the	Nintendo	64[5]	and	the	PlayStation	2	had	64-bit	microprocessors	before	their	introduction	in	personal	computers.	High-end	printers,	network	equipment,	and
industrial	computers	also	used	64-bit	microprocessors,	such	as	the	Quantum	Effect	Devices	R5000.[6]	64-bit	computing	started	to	trickle	down	to	the	personal	computer	desktop	from	2003	onward,	when	some	models	in	Apple's	Macintosh	lines	switched	to	PowerPC	970	processors	(termed	G5	by	Apple),	and	Advanced	Micro	Devices	(AMD)	released	its
first	64-bit	x86-64	processor.	Physical	memory	eventually	caught	up	with	32-bit	limits.	In	2023,	laptop	computers	were	commonly	equipped	with	16GB	and	servers	starting	from	64	GB	of	memory,[7]	greatly	exceeding	the	4	GB	address	capacity	of	32	bits.	1961	IBM	delivers	the	IBM	7030	Stretch	supercomputer,	which	uses	64-bit	data	words	and	32-	or
64-bit	instruction	words.	1974	Control	Data	Corporation	launches	the	CDC	Star-100	vector	supercomputer,	which	uses	a	64-bit	word	architecture	(prior	CDC	systems	were	based	on	a	60-bit	architecture).	International	Computers	Limited	launches	the	ICL	2900	Series	with	32-bit,	64-bit,	and	128-bit	two's	complement	integers;	64-bit	and	128-bit
floating	point;	32-bit,	64-bit,	and	128-bit	packed	decimal	and	a	128-bit	accumulator	register.	The	architecture	has	survived	through	a	succession	of	ICL	and	Fujitsu	machines.	The	latest	is	the	Fujitsu	Supernova,	which	emulates	the	original	environment	on	64-bit	Intel	processors.	1976	Cray	Research	delivers	the	first	Cray-1	supercomputer,	which	is
based	on	a	64-bit	word	architecture	and	will	form	the	basis	for	later	Cray	vector	supercomputers.	1983	Elxsi	launches	the	Elxsi	6400	parallel	minisupercomputer.	The	Elxsi	architecture	has	64-bit	data	registers	but	a	32-bit	address	space.	1989	Intel	introduces	the	Intel	i860	reduced	instruction	set	computer	(RISC)	processor.	Marketed	as	a	"64-Bit
Microprocessor",	it	had	essentially	a	32-bit	architecture,	enhanced	with	a	3D	graphics	unit	capable	of	64-bit	integer	operations.[8]	1993	Atari	introduces	the	Atari	Jaguar	video	game	console,	which	includes	some	64-bit	wide	data	paths	in	its	architecture.[9]	1991	MIPS	Computer	Systems	produces	the	first	64-bit	microprocessor,	the	R4000,	which
implements	the	MIPS	III	architecture,	the	third	revision	of	its	MIPS	architecture.[10]	The	CPU	is	used	in	SGI	graphics	workstations	starting	with	the	IRIS	Crimson.	Kendall	Square	Research	deliver	their	first	KSR1	supercomputer,	based	on	a	proprietary	64-bit	RISC	processor	architecture	running	OSF/1.	1992	Digital	Equipment	Corporation	(DEC)
introduces	the	pure	64-bit	Alpha	architecture	which	was	born	from	the	PRISM	project.[11]	1994	Intel	announces	plans	for	the	64-bit	IA-64	architecture	(jointly	developed	with	Hewlett-Packard)	as	a	successor	to	its	32-bit	IA-32	processors.	A	1998	to	1999	launch	date	was	targeted.	1995	Sun	launches	a	64-bit	SPARC	processor,	the	UltraSPARC.[12]
Fujitsu-owned	HAL	Computer	Systems	launches	workstations	based	on	a	64-bit	CPU,	HAL's	independently	designed	first-generation	SPARC64.	IBM	releases	the	A10	and	A30	microprocessors,	the	first	64-bit	PowerPC	AS	processors.[13]	IBM	also	releases	a	64-bit	AS/400	system	upgrade,	which	can	convert	the	operating	system,	database	and
applications.	1996	Nintendo	introduces	the	Nintendo	64	video	game	console,	built	around	a	low-cost	variant	of	the	MIPS	R4000.	HP	releases	the	first	implementation	of	its	64-bit	PA-RISC	2.0	architecture,	the	PA-8000.[14]	1998	IBM	releases	the	POWER3	line	of	full-64-bit	PowerPC/POWER	processors.[15]	1999	Intel	releases	the	instruction	set	for	the
IA-64	architecture.	AMD	publicly	discloses	its	set	of	64-bit	extensions	to	IA-32,	called	x86-64	(later	branded	AMD64).	2000	IBM	ships	its	first	64-bit	z/Architecture	mainframe,	the	zSeries	z900.	z/Architecture	is	a	64-bit	version	of	the	32-bit	ESA/390	architecture,	a	descendant	of	the	32-bit	System/360	architecture.	2001	Intel	ships	its	IA-64	processor
line,	after	repeated	delays	in	getting	to	market.	Now	branded	Itanium	and	targeting	high-end	servers,	sales	fail	to	meet	expectations.	2003	AMD	introduces	its	Opteron	and	Athlon	64	processor	lines,	based	on	its	AMD64	architecture	which	is	the	first	x86-based	64-bit	processor	architecture.	Apple	also	ships	the	64-bit	"G5"	PowerPC	970	CPU	produced
by	IBM.	Intel	maintains	that	its	Itanium	chips	would	remain	its	only	64-bit	processors.	2004	Intel,	reacting	to	the	market	success	of	AMD,	admits	it	has	been	developing	a	clone	of	the	AMD64	extensions	named	IA-32e	(later	renamed	EM64T,	then	yet	again	renamed	to	Intel	64).	Intel	ships	updated	versions	of	its	Xeon	and	Pentium	4	processor	families
supporting	the	new	64-bit	instruction	set.	VIA	Technologies	announces	the	Isaiah	64-bit	processor.[16]	2006	Sony,	IBM,	and	Toshiba	begin	manufacturing	the	64-bit	Cell	processor	for	use	in	the	PlayStation	3,	servers,	workstations,	and	other	appliances.	Intel	released	Core	2	Duo	as	the	first	mainstream	x86-64	processor	for	its	mobile,	desktop,	and
workstation	line.	Prior	64-bit	extension	processor	lines	were	not	widely	available	in	the	consumer	retail	market	(most	of	64-bit	Pentium	4/D	were	OEM),	64-bit	Pentium	4,	Pentium	D,	and	Celeron	were	not	into	mass	production	until	late	2006	due	to	poor	yield	issue	(most	of	good	yield	wafers	were	targeted	at	server	and	mainframe	while	mainstream
still	remain	130	nm	32-bit	processor	line	until	2006)	and	soon	became	low	end	after	Core	2	debuted.	AMD	released	their	first	64-bit	mobile	processor	and	manufactured	in	90	nm.	2011	ARM	Holdings	announces	ARMv8-A,	the	first	64-bit	version	of	the	ARM	architecture	family.[17]	2012	ARM	Holdings	announced	their	Cortex-A53	and	Cortex-A57
cores,	their	first	cores	based	on	their	64-bit	architecture,	on	30	October	2012.[18][19]	2013	Apple	announces	the	iPhone	5S,	with	the	world's	first	64-bit	processor	in	a	smartphone,	which	uses	their	A7	ARMv8-A-based	system-on-a-chip	alongside	the	iPad	Air	and	iPad	Mini	2	which	are	the	world's	first	64-bit	processor	in	a	tablet.	2014	RISC-V	was
published[20].	Google	announces	the	Nexus	9	tablet,	the	first	Android	device	to	run	on	the	64-bit	Tegra	K1	chip.	2015	Apple	announces	the	iPod	Touch	(6th	generation),	the	first	iPod	Touch	to	use	the	64-bit	processor	A8	ARMv8-A-based	system-on-a-chip	alongside	the	Apple	TV	(4th	generation)	which	is	the	world's	first	64-bit	processor	in	an	Apple	TV.
2018	Apple	announces	the	Apple	Watch	Series	4,	the	first	Apple	Watch	to	use	the	64-bit	processor	S4	ARMv8-A-based	system-on-a-chip.	2020	Synopsis	announce	the	ARCv3	ISA,	the	first	64-bit	version	of	the	ARC	ISA.[21]	1985	Cray	releases	UNICOS,	the	first	64-bit	implementation	of	the	Unix	operating	system.[22]	1993	DEC	releases	the	64-bit	DEC
OSF/1	AXP	Unix-like	operating	system	(later	renamed	Tru64	UNIX)	for	its	systems	based	on	the	Alpha	architecture.	1994	Support	for	the	R8000	processor	is	added	by	Silicon	Graphics	to	the	IRIX	operating	system	in	release	6.0.	1995	DEC	releases	OpenVMS	7.0,	the	first	full	64-bit	version	of	OpenVMS	for	Alpha.	First	64-bit	Linux	distribution	for	the
Alpha	architecture	is	released.[23]	1996	Support	for	the	R4x00	processors	in	64-bit	mode	is	added	by	Silicon	Graphics	to	the	IRIX	operating	system	in	release	6.2.	1998	Sun	releases	Solaris	7,	with	full	64-bit	UltraSPARC	support.	2000	IBM	releases	z/OS,	a	64-bit	operating	system	descended	from	MVS,	for	the	new	zSeries	64-bit	mainframes;	64-bit
Linux	on	z	Systems	follows	the	CPU	release	almost	immediately.	2001	Linux	becomes	the	first	OS	kernel	to	fully	support	x86-64	(on	a	simulator,	as	no	x86-64	processors	had	been	released	yet).[24]	2001	Microsoft	releases	Windows	XP	64-Bit	Edition	for	the	Itanium's	IA-64	architecture;	it	could	run	32-bit	applications	through	an	execution	layer.
[citation	needed]	2003	Apple	releases	its	Mac	OS	X	10.3	"Panther"	operating	system	which	adds	support	for	native	64-bit	integer	arithmetic	on	PowerPC	970	processors.[25]	Several	Linux	distributions	release	with	support	for	AMD64.	FreeBSD	releases	with	support	for	AMD64.	2005	On	January	4,	Microsoft	discontinues	Windows	XP	64-Bit	Edition,	as
no	PCs	with	IA-64	processors	had	been	available	since	the	previous	September,	and	announces	that	it	is	developing	x86-64	versions	of	Windows	to	replace	it.[26]	On	January	31,	Sun	releases	Solaris	10	with	support	for	AMD64	and	EM64T	processors.	On	April	29,	Apple	releases	Mac	OS	X	10.4	"Tiger"	which	provides	limited	support	for	64-bit
command-line	applications	on	machines	with	PowerPC	970	processors;	later	versions	for	Intel-based	Macs	supported	64-bit	command-line	applications	on	Macs	with	EM64T	processors.	On	April	30,	Microsoft	releases	Windows	XP	Professional	x64	Edition	and	Windows	Server	2003	x64	Edition	for	AMD64	and	EM64T	processors.[27]	2006	Microsoft
releases	Windows	Vista,	including	a	64-bit	version	for	AMD64/EM64T	processors	that	retains	32-bit	compatibility.	In	the	64-bit	version,	all	Windows	applications	and	components	are	64-bit,	although	many	also	have	their	32-bit	versions	included	for	compatibility	with	plug-ins.[citation	needed]	2007	Apple	releases	Mac	OS	X	10.5	"Leopard",	which	fully
supports	64-bit	applications	on	machines	with	PowerPC	970	or	EM64T	processors.[citation	needed]	2009	Microsoft	releases	Windows	7,	which,	like	Windows	Vista,	includes	a	full	64-bit	version	for	AMD64/Intel	64	processors;	most	new	computers	are	loaded	by	default	with	a	64-bit	version.	Microsoft	also	releases	Windows	Server	2008	R2,	which	is
the	first	64-bit	only	server	operating	system.	Apple	releases	Mac	OS	X	10.6,	"Snow	Leopard",	which	ships	with	a	64-bit	kernel	for	AMD64/Intel64	processors,	although	only	certain	recent	models	of	Apple	computers	will	run	the	64-bit	kernel	by	default.	Most	applications	bundled	with	Mac	OS	X	10.6	are	now	also	64-bit.[25]	2011	Apple	releases	Mac	OS
X	10.7,	"Lion",	which	runs	the	64-bit	kernel	by	default	on	supported	machines.	Older	machines	that	are	unable	to	run	the	64-bit	kernel	run	the	32-bit	kernel,	but,	as	with	earlier	releases,	can	still	run	64-bit	applications;	Lion	does	not	support	machines	with	32-bit	processors.	Nearly	all	applications	bundled	with	Mac	OS	X	10.7	are	now	also	64-bit,
including	iTunes.[citation	needed]	2012	Microsoft	releases	Windows	8	which	supports	UEFI	Class	3	(UEFI	without	CSM)	and	Secure	Boot.[28]	Apple	releases	OS	X	Mountain	Lion,	which	makes	the	64-bit	kernel	the	default	on	some	older	previously	unsupported	machines	and	removes	the	32-bit	kernel.	2013	Apple	releases	iOS	7,	which,	on	machines
with	AArch64	processors,	has	a	64-bit	kernel	that	supports	64-bit	applications.[citation	needed]	2014	Google	releases	Android	Lollipop,	the	first	version	of	the	Android	operating	system	with	support	for	64-bit	processors.[citation	needed]	2017	Apple	releases	iOS	11,	supporting	only	machines	with	AArch64	processors.	It	has	a	64-bit	kernel	that	only
supports	64-bit	applications.	32-bit	applications	are	no	longer	compatible.[citation	needed]	2018	Apple	releases	watchOS	5,	the	first	watchOS	version	to	bring	the	64-bit	support.[citation	needed]	2019	Apple	releases	macOS	10.15	"Catalina",	dropping	support	for	32-bit	Intel	applications.[citation	needed]	2021	Microsoft	releases	Windows	11	on
October	5,	which	only	supports	64-bit	systems,	dropping	support	for	IA-32	and	AArch32	systems.[citation	needed]	2022	Google	releases	the	Pixel	7,	which	drops	support	for	32-bit	applications.	Apple	releases	watchOS	9,	the	first	watchOS	version	to	run	exclusively	on	the	Apple	Watch	models	with	64-bit	processors	(including	Apple	Watch	Series	4	or
newer,	Apple	Watch	SE	(1st	generation)	or	newer	and	the	newly	introduced	Apple	Watch	Ultra),	dropping	support	for	Apple	Watch	Series	3	as	the	final	Apple	Watch	model	with	32-bit	processor.[citation	needed]	2024	Microsoft	releases	Windows	11	2024	Update,	ARM	versions	of	which	drop	support	for	32-bit	ARM	applications.	In	principle,	a	64-bit
microprocessor	can	address	16	EB	(16	×	10246	=	264	=	18,446,744,073,709,551,616	bytes)	of	memory.	However,	not	all	instruction	sets,	and	not	all	processors	implementing	those	instruction	sets,	support	a	full	64-bit	virtual	or	physical	address	space.	The	x86-64	architecture	(as	of	March	2024[update])	allows	48	bits	for	virtual	memory	and,	for	any
given	processor,	up	to	52	bits	for	physical	memory.[29][30]	These	limits	allow	memory	sizes	of	256	TB	(256	×	10244	bytes)	and	4	PB	(4	×	10245	bytes),	respectively.	A	PC	cannot	currently	contain	4	petabytes	of	memory	(due	to	the	physical	size	of	the	memory	chips),	but	AMD	envisioned	large	servers,	shared	memory	clusters,	and	other	uses	of
physical	address	space	that	might	approach	this	in	the	foreseeable	future.	Thus	the	52-bit	physical	address	provides	ample	room	for	expansion	while	not	incurring	the	cost	of	implementing	full	64-bit	physical	addresses.	Similarly,	the	48-bit	virtual	address	space	was	designed	to	provide	65,536	(216)	times	the	32-bit	limit	of	4	GB	(4	×	10243	bytes),
allowing	room	for	later	expansion	and	incurring	no	overhead	of	translating	full	64-bit	addresses.	The	Power	ISA	v3.0	allows	64	bits	for	an	effective	address,	mapped	to	a	segmented	address	with	between	65	and	78	bits	allowed,	for	virtual	memory,	and,	for	any	given	processor,	up	to	60	bits	for	physical	memory.[31]	The	Oracle	SPARC	Architecture
2015	allows	64	bits	for	virtual	memory	and,	for	any	given	processor,	between	40	and	56	bits	for	physical	memory.[32]	The	ARM	AArch64	Virtual	Memory	System	Architecture	allows	from	48	to	56	bits	for	virtual	memory	and,	for	any	given	processor,	from	32	to	56	bits	for	physical	memory.[33]	The	DEC	Alpha	specification	requires	minimum	of	43	bits
of	virtual	memory	address	space	(8	TB)	to	be	supported,	and	hardware	need	to	check	and	trap	if	the	remaining	unsupported	bits	are	zero	(to	support	compatibility	on	future	processors).	Alpha	21064	supported	43	bits	of	virtual	memory	address	space	(8	TB)	and	34	bits	of	physical	memory	address	space	(16	GB).	Alpha	21164	supported	43	bits	of
virtual	memory	address	space	(8	TB)	and	40	bits	of	physical	memory	address	space	(1	TB).	Alpha	21264	supported	user-configurable	43	or	48	bits	of	virtual	memory	address	space	(8	TB	or	256	TB)	and	44	bits	of	physical	memory	address	space	(16	TB).	A	change	from	a	32-bit	to	a	64-bit	architecture	is	a	fundamental	alteration,	as	most	operating
systems	must	be	extensively	modified	to	take	advantage	of	the	new	architecture,	because	that	software	has	to	manage	the	actual	memory	addressing	hardware.[34]	Other	software	must	also	be	ported	to	use	the	new	abilities;	older	32-bit	software	may	be	supported	either	by	virtue	of	the	64-bit	instruction	set	being	a	superset	of	the	32-bit	instruction
set,	so	that	processors	that	support	the	64-bit	instruction	set	can	also	run	code	for	the	32-bit	instruction	set,	or	through	software	emulation,	or	by	the	actual	implementation	of	a	32-bit	processor	core	within	the	64-bit	processor,	as	with	some	Itanium	processors	from	Intel,	which	included	an	IA-32	processor	core	to	run	32-bit	x86	applications.	The
operating	systems	for	those	64-bit	architectures	generally	support	both	32-bit	and	64-bit	applications.[35]	One	significant	exception	to	this	is	the	IBM	AS/400,	software	for	which	is	compiled	into	a	virtual	instruction	set	architecture	(ISA)	called	Technology	Independent	Machine	Interface	(TIMI);	TIMI	code	is	then	translated	to	native	machine	code	by
low-level	software	before	being	executed.	The	translation	software	is	all	that	must	be	rewritten	to	move	the	full	OS	and	all	software	to	a	new	platform,	as	when	IBM	transitioned	the	native	instruction	set	for	AS/400	from	the	older	32/48-bit	IMPI	to	the	newer	64-bit	PowerPC-AS,	codenamed	Amazon.	The	IMPI	instruction	set	was	quite	different	from
even	32-bit	PowerPC,	so	this	transition	was	even	bigger	than	moving	a	given	instruction	set	from	32	to	64	bits.	On	64-bit	hardware	with	x86-64	architecture	(AMD64),	most	32-bit	operating	systems	and	applications	can	run	with	no	compatibility	issues.	While	the	larger	address	space	of	64-bit	architectures	makes	working	with	large	data	sets	in
applications	such	as	digital	video,	scientific	computing,	and	large	databases	easier,	there	has	been	considerable	debate	on	whether	they	or	their	32-bit	compatibility	modes	will	be	faster	than	comparably	priced	32-bit	systems	for	other	tasks.	A	compiled	Java	program	can	run	on	a	32-	or	64-bit	Java	virtual	machine	with	no	modification.	The	lengths	and
precision	of	all	the	built-in	types,	such	as	char,	short,	int,	long,	float,	and	double,	and	the	types	that	can	be	used	as	array	indices,	are	specified	by	the	standard	and	are	not	dependent	on	the	underlying	architecture.	Java	programs	that	run	on	a	64-bit	Java	virtual	machine	have	access	to	a	larger	address	space.[36]	Speed	is	not	the	only	factor	to
consider	in	comparing	32-bit	and	64-bit	processors.	Applications	such	as	multi-tasking,	stress	testing,	and	clustering	–	for	high-performance	computing	(HPC)	–	may	be	more	suited	to	a	64-bit	architecture	when	deployed	appropriately.	For	this	reason,	64-bit	clusters	have	been	widely	deployed	in	large	organizations,	such	as	IBM,	HP,	and	Microsoft.
Summary:	A	64-bit	processor	performs	best	with	64-bit	software.	A	64-bit	processor	may	have	backward	compatibility,	allowing	it	to	run	32-bit	application	software	for	the	32-bit	version	of	its	instruction	set,	and	may	also	support	running	32-bit	operating	systems	for	the	32-bit	version	of	its	instruction	set.	A	32-bit	processor	is	incompatible	with	64-bit
software.	A	common	misconception	is	that	64-bit	architectures	are	no	better	than	32-bit	architectures	unless	the	computer	has	more	than	4	GB	of	random-access	memory.[37]	This	is	not	entirely	true:	Some	operating	systems	and	certain	hardware	configurations	limit	the	physical	memory	space	to	3	GB	on	IA-32	systems,	due	to	much	of	the	3–4	GB
region	being	reserved	for	hardware	addressing;	see	3	GB	barrier;	64-bit	architectures	can	address	far	more	than	4	GB.	However,	IA-32	processors	from	the	Pentium	Pro	onward	allow	a	36-bit	physical	memory	address	space,	using	Physical	Address	Extension	(PAE),	which	gives	a	64	GB	physical	address	range,	of	which	up	to	62	GB	may	be	used	by
main	memory;	operating	systems	that	support	PAE	may	not	be	limited	to	4	GB	of	physical	memory,	even	on	IA-32	processors.	However,	drivers	and	other	kernel	mode	software,	more	so	older	versions,	may	be	incompatible	with	PAE;	this	has	been	cited	as	the	reason	for	32-bit	versions	of	Microsoft	Windows	being	limited	to	4	GB	of	physical	RAM[38]
(although	the	validity	of	this	explanation	has	been	disputed[39]).	Some	operating	systems	reserve	portions	of	process	address	space	for	OS	use,	effectively	reducing	the	total	address	space	available	for	mapping	memory	for	user	programs.	For	instance,	32-bit	Windows	reserves	1	or	2	GB	(depending	on	the	settings)	of	the	total	address	space	for	the
kernel,	which	leaves	only	3	or	2	GB	(respectively)	of	the	address	space	available	for	user	mode.	This	limit	is	much	higher	on	64-bit	operating	systems.	Memory-mapped	files	are	becoming	more	difficult	to	implement	in	32-bit	architectures	as	files	of	over	4	GB	become	more	common;	such	large	files	cannot	be	memory-mapped	easily	to	32-bit
architectures,	as	only	part	of	the	file	can	be	mapped	into	the	address	space	at	a	time,	and	to	access	such	a	file	by	memory	mapping,	the	parts	mapped	must	be	swapped	into	and	out	of	the	address	space	as	needed.	This	is	a	problem,	as	memory	mapping,	if	properly	implemented	by	the	OS,	is	one	of	the	most	efficient	disk-to-memory	methods.	Some	64-
bit	programs,	such	as	encoders,	decoders	and	encryption	software,	can	benefit	greatly	from	64-bit	registers,[citation	needed]	while	the	performance	of	other	programs,	such	as	3D	graphics-oriented	ones,	remains	unaffected	when	switching	from	a	32-bit	to	a	64-bit	environment.[citation	needed]	Some	64-bit	architectures,	such	as	x86-64	and	AArch64,
support	more	general-purpose	registers	than	their	32-bit	counterparts	(although	this	is	not	due	specifically	to	the	word	length).	This	leads	to	a	significant	speed	increase	for	tight	loops	since	the	processor	does	not	have	to	fetch	data	from	the	cache	or	main	memory	if	the	data	can	fit	in	the	available	registers.	Example	in	C:	int	a,	b,	c,	d,	e;	for	(a	=	0;	a
<	100;	a++)	{	b	=	a;	c	=	b;	d	=	c;	e	=	d;	}	This	code	first	creates	5	values:	a,	b,	c,	d	and	e;	and	then	puts	them	in	a	loop.	During	the	loop,	this	code	changes	the	value	of	b	to	the	value	of	a,	the	value	of	c	to	the	value	of	b,	the	value	of	d	to	the	value	of	c	and	the	value	of	e	to	the	value	of	d.	This	has	the	same	effect	as	changing	all	the	values	to	a.	If	a
processor	can	keep	only	two	or	three	values	or	variables	in	registers,	it	would	need	to	move	some	values	between	memory	and	registers	to	be	able	to	process	variables	d	and	e	also;	this	is	a	process	that	takes	many	CPU	cycles.	A	processor	that	can	hold	all	values	and	variables	in	registers	can	loop	through	them	with	no	need	to	move	data	between
registers	and	memory	for	each	iteration.	This	behavior	can	easily	be	compared	with	virtual	memory,	although	any	effects	are	contingent	on	the	compiler.	The	main	disadvantage	of	64-bit	architectures	is	that,	relative	to	32-bit	architectures,	the	same	data	occupies	more	space	in	memory	(due	to	longer	pointers	and	possibly	other	types,	and	alignment
padding).	This	increases	the	memory	requirements	of	a	given	process	and	can	have	implications	for	efficient	processor	cache	use.	Maintaining	a	partial	32-bit	model	is	one	way	to	handle	this,	and	is	in	general	reasonably	effective.	For	example,	the	z/OS	operating	system	takes	this	approach,	requiring	program	code	to	reside	in	31-bit	address	spaces
(the	high	order	bit	is	not	used	in	address	calculation	on	the	underlying	hardware	platform)	while	data	objects	can	optionally	reside	in	64-bit	regions.	Not	all	such	applications	require	a	large	address	space	or	manipulate	64-bit	data	items,	so	these	applications	do	not	benefit	from	these	features.	x86-based	64-bit	systems	sometimes	lack	equivalents	of
software	that	is	written	for	32-bit	architectures.	The	most	severe	problem	in	Microsoft	Windows	is	incompatible	device	drivers	for	obsolete	hardware.	Most	32-bit	application	software	can	run	on	a	64-bit	operating	system	in	a	compatibility	mode,	also	termed	an	emulation	mode,	e.g.,	Microsoft	WoW64	Technology	for	IA-64	and	AMD64.	The	64-bit
Windows	Native	Mode[40]	driver	environment	runs	atop	64-bit	NTDLL.DLL,	which	cannot	call	32-bit	Win32	subsystem	code	(often	devices	whose	actual	hardware	function	is	emulated	in	user	mode	software,	like	Winprinters).	Because	64-bit	drivers	for	most	devices	were	unavailable	until	early	2007	(Vista	x64),	using	a	64-bit	version	of	Windows	was
considered	a	challenge.	However,	the	trend	has	since	moved	toward	64-bit	computing,	more	so	as	memory	prices	dropped	and	the	use	of	more	than	4	GB	of	RAM	increased.	Most	manufacturers	started	to	provide	both	32-bit	and	64-bit	drivers	for	new	devices,	so	unavailability	of	64-bit	drivers	ceased	to	be	a	problem.	64-bit	drivers	were	not	provided
for	many	older	devices,	which	could	consequently	not	be	used	in	64-bit	systems.	Driver	compatibility	was	less	of	a	problem	with	open-source	drivers,	as	32-bit	ones	could	be	modified	for	64-bit	use.	Support	for	hardware	made	before	early	2007,	was	problematic	for	open-source	platforms,[citation	needed]	due	to	the	relatively	small	number	of	users.
64-bit	versions	of	Windows	cannot	run	16-bit	software.	However,	most	32-bit	applications	will	work	well.	64-bit	users	are	forced	to	install	a	virtual	machine	of	a	16-	or	32-bit	operating	system	to	run	16-bit	applications	or	use	one	of	the	alternatives	for	NTVDM.[41]	Mac	OS	X	10.4	"Tiger"	and	Mac	OS	X	10.5	"Leopard"	had	only	a	32-bit	kernel,	but	they
can	run	64-bit	user-mode	code	on	64-bit	processors.	Mac	OS	X	10.6	"Snow	Leopard"	had	both	32-	and	64-bit	kernels,	and,	on	most	Macs,	used	the	32-bit	kernel	even	on	64-bit	processors.	This	allowed	those	Macs	to	support	64-bit	processes	while	still	supporting	32-bit	device	drivers;	although	not	64-bit	drivers	and	performance	advantages	that	can
come	with	them.	Mac	OS	X	10.7	"Lion"	ran	with	a	64-bit	kernel	on	more	Macs,	and	OS	X	10.8	"Mountain	Lion"	and	later	macOS	releases	only	have	a	64-bit	kernel.	On	systems	with	64-bit	processors,	both	the	32-	and	64-bit	macOS	kernels	can	run	32-bit	user-mode	code,	and	all	versions	of	macOS	up	to	macOS	Mojave	(10.14)	include	32-bit	versions	of
libraries	that	32-bit	applications	would	use,	so	32-bit	user-mode	software	for	macOS	will	run	on	those	systems.	The	32-bit	versions	of	libraries	have	been	removed	by	Apple	in	macOS	Catalina	(10.15).	Linux	and	most	other	Unix-like	operating	systems,	and	the	C	and	C++	toolchains	for	them,	have	supported	64-bit	processors	for	many	years.	Many
applications	and	libraries	for	those	platforms	are	open-source	software,	written	in	C	and	C++,	so	that	if	they	are	64-bit-safe,	they	can	be	compiled	into	64-bit	versions.	This	source-based	distribution	model,	with	an	emphasis	on	frequent	releases,	makes	availability	of	application	software	for	those	operating	systems	less	of	an	issue.	In	32-bit	programs,
pointers	and	data	types	such	as	integers	generally	have	the	same	length.	This	is	not	necessarily	true	on	64-bit	machines.[42][43][44]	Mixing	data	types	in	programming	languages	such	as	C	and	its	descendants	such	as	C++	and	Objective-C	may	thus	work	on	32-bit	implementations	but	not	on	64-bit	implementations.	In	many	programming
environments	for	C	and	C-derived	languages	on	64-bit	machines,	int	variables	are	still	32	bits	wide,	but	long	integers	and	pointers	are	64	bits	wide.	These	are	described	as	having	an	LP64	data	model,	which	is	an	abbreviation	of	"Long,	Pointer,	64".[45][46]	Other	models	are	the	ILP64	data	model	in	which	all	three	data	types	are	64	bits	wide,[47][46]
and	even	the	SILP64	model	where	short	integers	are	also	64	bits	wide.[48][49]	However,	in	most	cases	the	modifications	required	are	relatively	minor	and	straightforward,	and	many	well-written	programs	can	simply	be	recompiled	for	the	new	environment	with	no	changes.	Another	alternative	is	the	LLP64	model,	which	maintains	compatibility	with
32-bit	code	by	leaving	both	int	and	long	as	32-bit.[50][46]	LL	refers	to	the	long	long	integer	type,	which	is	at	least	64	bits	on	all	platforms,	including	32-bit	environments.	There	are	also	systems	with	64-bit	processors	using	an	ILP32	data	model,	with	the	addition	of	64-bit	long	long	integers;	this	is	also	used	on	many	platforms	with	32-bit	processors.
This	model	reduces	code	size	and	the	size	of	data	structures	containing	pointers,	at	the	cost	of	a	much	smaller	address	space,	a	good	choice	for	some	embedded	systems.	For	instruction	sets	such	as	x86	and	ARM	in	which	the	64-bit	version	of	the	instruction	set	has	more	registers	than	does	the	32-bit	version,	it	provides	access	to	the	additional
registers	without	the	space	penalty.	It	is	common	in	64-bit	RISC	machines,[citation	needed]	explored	in	x86	as	x32	ABI,	and	has	recently	been	used	in	the	Apple	Watch	Series	4	and	5.[51][52]	64-bit	data	models	Datamodel	shortint	int	longint	longlong	Pointer,size_t	Sample	operating	systems	ILP32	16	32	32	64	32	x32	and	arm64ilp32	ABIs	on	Linux
systems;	MIPS	N32	ABI.	LLP64	16	32	32	64	64	Microsoft	Windows	(x86-64,	IA-64,	and	ARM64)	using	Visual	C++;	and	MinGW	LP64	16	32	64	64	64	Most	Unix	and	Unix-like	systems,	e.g.,	Solaris,	Linux,	BSD,	macOS.	Windows	when	using	Cygwin;	z/OS	ILP64	16	64	64	64	64	HAL	Computer	Systems	port	of	Solaris	to	the	SPARC64	SILP64	64	64	64	64
64	Classic	UNICOS[48][49]	(versus	UNICOS/mp,	etc.)	Many	64-bit	platforms	today	use	an	LP64	model	(including	Solaris,	AIX,	HP-UX,	Linux,	macOS,	BSD,	and	IBM	z/OS).	Microsoft	Windows	uses	an	LLP64	model.	The	disadvantage	of	the	LP64	model	is	that	storing	a	long	into	an	int	truncates.	On	the	other	hand,	converting	a	pointer	to	a	long	will
"work"	in	LP64.	In	the	LLP64	model,	the	reverse	is	true.	These	are	not	problems	which	affect	fully	standard-compliant	code,	but	code	is	often	written	with	implicit	assumptions	about	the	widths	of	data	types.	C	code	should	prefer	(u)intptr_t	instead	of	long	when	casting	pointers	into	integer	objects.	A	programming	model	is	a	choice	made	to	suit	a
given	compiler,	and	several	can	coexist	on	the	same	OS.	However,	the	programming	model	chosen	as	the	primary	model	for	the	OS	application	programming	interface	(API)	typically	dominates.	Another	consideration	is	the	data	model	used	for	device	drivers.	Drivers	make	up	the	majority	of	the	operating	system	code	in	most	modern	operating
systems[citation	needed]	(although	many	may	not	be	loaded	when	the	operating	system	is	running).	Many	drivers	use	pointers	heavily	to	manipulate	data,	and	in	some	cases	have	to	load	pointers	of	a	certain	size	into	the	hardware	they	support	for	direct	memory	access	(DMA).	As	an	example,	a	driver	for	a	32-bit	PCI	device	asking	the	device	to	DMA
data	into	upper	areas	of	a	64-bit	machine's	memory	could	not	satisfy	requests	from	the	operating	system	to	load	data	from	the	device	to	memory	above	the	4	gigabyte	barrier,	because	the	pointers	for	those	addresses	would	not	fit	into	the	DMA	registers	of	the	device.	This	problem	is	solved	by	having	the	OS	take	the	memory	restrictions	of	the	device
into	account	when	generating	requests	to	drivers	for	DMA,	or	by	using	an	input–output	memory	management	unit	(IOMMU).	This	section	does	not	cite	any	sources.	Please	help	improve	this	section	by	adding	citations	to	reliable	sources.	Unsourced	material	may	be	challenged	and	removed.	(April	2023)	(Learn	how	and	when	to	remove	this	message)
As	of	August	2023[update],	64-bit	architectures	for	which	processors	are	being	manufactured	include:	The	64-bit	extension	created	by	Advanced	Micro	Devices	(AMD)	to	Intel's	x86	architecture	(later	licensed	by	Intel);	commonly	termed	x86-64,	AMD64,	or	x64:	AMD's	AMD64	extensions	(used	in	Athlon	64,	Opteron,	Sempron,	Turion	64,	Phenom,
Athlon	II,	Phenom	II,	APU,	FX,	Ryzen,	and	Epyc	processors)	Intel's	Intel	64	extensions,	used	in	Intel	Core	2/i3/i5/i7/i9,	some	Atom,	and	newer	Celeron,	Pentium,	and	Xeon	processors	Intel's	K1OM	architecture,	a	variant	of	Intel	64	with	no	CMOV,	MMX,	and	SSE	instructions,	used	in	first-generation	Xeon	Phi	(Knights	Corner)	coprocessors,	binary
incompatible	with	x86-64	programs	VIA	Technologies'	64-bit	extensions,	used	in	the	VIA	Nano	processors	ARM	Holdings'	AArch64	architecture	IBM's	PowerPC/Power	ISA:	IBM's	Power10	processor	and	predecessors,	and	the	IBM	A2	processors	IBM's	z/Architecture,	a	64-bit	version	of	the	ESA/390	architecture,	used	in	IBM's	IBM	Z	mainframes:	IBM
Telum	II	processor	and	predecessors	Hitachi	AP8000E	RISC-V	SPARC	V9	architecture:	Oracle's	M8	and	S7	processors	and	predecessors	Fujitsu's	SPARC64	XII	and	SPARC64	XIfx	processors	and	predecessors	MIPS	Technologies'	MIPS64	architecture	NEC	SX	architecture	SX-Aurora	TSUBASA	Elbrus	architecture:	Elbrus-8S	ARC	Most	architectures	of
64	bits	that	are	derived	from	the	same	architecture	of	32	bits	can	execute	code	written	for	the	32-bit	versions	natively,	with	no	performance	penalty.[citation	needed]	This	kind	of	support	is	commonly	called	bi-arch	support	or	more	generally	multi-arch	support.	Computer	memory	^	such	as	floating-point	numbers.	^	Pentium	Processor	User's	Manual
Volume	1:	Pentium	Processor	Data	Book	(PDF).	Intel.	1993.	^	"Cray-1	Computer	System	Hardware	Reference	Manual"	(PDF).	Cray	Research.	1977.	Retrieved	October	8,	2013.	^	Grimes,	Jack;	Kohn,	Les;	Bharadhwaj,	Rajeev	(July–August	1989).	"The	Intel	i860	64-Bit	Processor:	A	General-Purpose	CPU	with	3D	Graphics	Capabilities".	IEEE	Computer
Graphics	and	Applications.	9	(4):	85–94.	doi:10.1109/38.31467.	S2CID	38831149.	Retrieved	2010-11-19.	^	"i860	Processor	Family	Programmer's	Reference	Manual"	(PDF).	Intel.	1991.	Retrieved	September	12,	2019.	^	"NEC	Offers	Two	High	Cost	Performance	64-bit	RISC	Microprocessors"	(Press	release).	NEC.	1998-01-20.	Retrieved	2011-01-09.
Versions	of	the	VR4300	processor	are	widely	used	in	consumer	and	office	automation	applications,	including	the	popular	Nintendo	64™	video	game	and	advanced	laser	printers	such	as	the	recently	announced,	award-winning	Hewlett-Packard	LaserJet	4000	printer	family.	^	MIPS	R5000	Microprocessor	Technical	Backgrounder	(PDF),	MIPS
Technologies,	Inc,	retrieved	2024-08-19	^	"DDR5	|	DRAM".	Samsung	Semiconductor	Global.	Retrieved	2025-01-19.	^	"i860	64-Bit	Microprocessor".	Intel.	1989.	Archived	from	the	original	on	19	March	2011.	Retrieved	30	November	2010.	^	"Atari	Jaguar	History".	AtariAge.	^	Joe	Heinrich	(1994).	MIPS	R4000	Microprocessor	User's	Manual	(2nd	ed.).
MIPS	Technologies,	Inc.	^	Richard	L.	Sites	(1992).	"Alpha	AXP	Architecture".	Digital	Technical	Journal.	4	(4).	Digital	Equipment	Corporation.	^	Gwennap,	Linley	(3	October	1994).	"UltraSparc	Unleashes	SPARC	Performance".	Microprocessor	Report.	8	(13).	MicroDesign	Resources.	^	Bishop,	J.	W.;	et	al.	(July	1996).	"PowerPC	AS	A10	64-bit	RISC



microprocessor".	IBM	Journal	of	Research	and	Development.	40	(4).	IBM	Corporation:	495–505.	doi:10.1147/rd.404.0495.	^	Gwennap,	Linley	(14	November	1994).	"PA-8000	Combines	Complexity	and	Speed".	Microprocessor	Report.	8	(15).	MicroDesign	Resources.	^	F.	P.	O'Connell;	S.	W.	White	(November	2000).	"POWER3:	The	next	generation	of
PowerPC	processors".	IBM	Journal	of	Research	and	Development.	44	(6).	IBM	Corporation:	873–884.	doi:10.1147/rd.446.0873.	^	"VIA	Unveils	Details	of	Next-Generation	Isaiah	Processor	Core"	(Press	release).	VIA	Technologies,	Inc.	Archived	from	the	original	on	2007-10-11.	Retrieved	2007-07-18.	^	"ARMv8	Technology	Preview"	(PDF).	October	31,
2011.	Archived	from	the	original	(PDF)	on	November	11,	2011.	Retrieved	November	15,	2012.	^	"ARM	Launches	Cortex-A50	Series,	the	World's	Most	Energy-Efficient	64-bit	Processors"	(Press	release).	ARM	Holdings.	Retrieved	2012-10-31.	^	"ARM	Keynote:	ARM	Cortex-A53	and	ARM	Cortex-A57	64bit	ARMv8	processors	launched".	ARMdevices.net.
2012-10-31.	^	Asanović,	Krste;	Patterson,	David	A.	(August	6,	2014).	Instruction	Sets	Should	Be	Free:	The	Case	For	RISC-V	(PDF).	EECS	Department,	University	of	California,	Berkeley.	UCB/EECS-2014-146.	^	"Synopsys	Introduces	New	64-bit	ARC	Processor	IP".	Archived	from	the	original	on	31	March	2022.	^	Stefan	Berka.	"Unicos	Operating
System".	www.operating-system.org.	Archived	from	the	original	on	26	November	2010.	Retrieved	2010-11-19.	^	Jon	"maddog"	Hall	(Jun	1,	2000).	"My	Life	and	Free	Software".	Linux	Journal.	^	Andi	Kleen.	Porting	Linux	to	x86-64	(PDF).	Ottawa	Linux	Symposium	2001.	Status:	The	kernel,	compiler,	tool	chain	work.	The	kernel	boots	and	work	on
simulator	and	is	used	for	porting	of	userland	and	running	programs	^	a	b	John	Siracusa	(September	2009).	"Mac	OS	X	10.6	Snow	Leopard:	the	Ars	Technica	review".	Ars	Technica.	p.	5.	Archived	from	the	original	on	9	October	2009.	Retrieved	2009-09-06.	^	Joris	Evers	(5	January	2005).	"Microsoft	nixes	Windows	XP	for	Itanium".	Computerworld.
Archived	from	the	original	on	18	June	2013.	Retrieved	17	October	2017.	^	"Microsoft	Raises	the	Speed	Limit	with	the	Availability	of	64-Bit	Editions	of	Windows	Server	2003	and	Windows	XP	Professional"	(Press	release).	Microsoft.	April	25,	2005.	Retrieved	September	10,	2015.	^	"UEFI	on	Dell	BizClient	Platforms"	(PDF).	^	"AMD64	Programmer's
Manual	Volume	2:	System	Programming"	(PDF).	Advanced	Micro	Devices.	March	2024.	p.	127.	^	"Intel	64	and	IA-32	Architectures	Software	Developer's	Manual	Volume	3A:	System	Programming	Guide,	Part	1"	(PDF).	Intel.	September	2016.	p.	4-2.	^	"Power	ISA	Version	3.0".	IBM.	November	30,	2015.	p.	983.	^	"Oracle	SPARC	Architecture	2015	Draft
D1.0.9"	(PDF).	Oracle.	November	16,	2016.	p.	475.	Archived	from	the	original	(PDF)	on	April	22,	2020.	^	"ARM	Architecture	Reference	Manual	for	A-profile	architecture".	30	November	2024.	section	D8.1.6	"Implemented	physical	address	size",	section	D8.1.8	"Supported	virtual	address	ranges".	^	Mashey,	John	(October	2006).	"The	Long	Road	to	64
Bits".	ACM	Queue.	4	(8):	85–94.	doi:10.1145/1165754.1165766.	^	"Windows	7:	64	bit	vs	32	bit?".	W7	Forums.	2	April	2009.	Archived	from	the	original	on	5	April	2009.	Retrieved	2009-04-05.	^	"Frequently	Asked	Questions	About	the	Java	HotSpot	VM".	Oracle.	Retrieved	2024-12-13.	^	"A	description	of	the	differences	between	32-bit	versions	of
Windows	Vista	and	64-bit	versions	of	Windows	Vista".	Archived	from	the	original	on	2011-10-15.	Retrieved	2011-10-14.	^	Mark	Russinovich	(2008-07-21).	"Pushing	the	Limits	of	Windows:	Physical	Memory".	Archived	from	the	original	on	2017-04-07.	Retrieved	2017-03-09.	^	Chappell,	Geoff	(2009-01-27).	"Licensed	Memory	in	32-Bit	Windows	Vista".
geoffchappell.com.	WP:SPS.	Retrieved	9	March	2017.	^	"Inside	Native	Applications".	Technet.microsoft.com.	2006-11-01.	Archived	from	the	original	on	23	October	2010.	Retrieved	2010-11-19.	^	Lincoln	Spector	(August	12,	2013).	"Run	an	old	program	on	a	new	PC".	^	Peter	Seebach	(2006).	"Exploring	64-bit	development	on	POWER5:	How	portable
is	your	code,	really?".	IBM.	^	Henry	Spencer.	"The	Ten	Commandments	for	C	Programmers".	^	"The	Story	of	Thud	and	Blunder".	Datacenterworks.com.	Retrieved	2010-11-19.	^	"ILP32	and	LP64	data	models	and	data	type	sizes".	z/OS	XL	C/C++	Programming	Guide.	^	a	b	c	"64-Bit	Programming	Models".	Retrieved	2020-06-05.	^	"Using	the	ILP64
Interface	vs.	LP64	Interface".	Intel.	Retrieved	Jun	24,	2020.	^	a	b	"Cray	C/C++	Reference	Manual".	August	1998.	Table	9-1.	Cray	Research	systems	data	type	mapping.	Archived	from	the	original	on	October	16,	2013.	Retrieved	October	15,	2013.	^	a	b	"Cray	C	and	C++	Reference	Manual	(8.7)	S-2179".	Retrieved	Jun	24,	2020.	^	"Abstract	Data	Models
-	Windows	applications".	May	30,	2018.	^	"ILP32	for	AArch64	Whitepaper".	ARM	Limited.	June	9,	2015.	Archived	from	the	original	on	December	30,	2018.	Retrieved	October	9,	2018.	^	"Apple	devices	in	2018".	woachk,	security	researcher.	October	6,	2018.	64-bit	Transition	Guide,	Mac	Developer	Library	Karpov,	Andrey.	"A	Collection	of	Examples	of
64-bit	Errors	in	Real	Programs".	Archived	from	the	original	on	September	23,	2021.	Kilgard,	Mark	J.	"Is	your	X	code	ready	for	64-bit?".	Archived	from	the	original	on	June	3,	2001.	Retrieved	September	26,	2012.	Lessons	on	development	of	64-bit	C/C++	applications	at	the	Wayback	Machine	(archived	April	14,	2021)	64-Bit	Programming	Models:	Why
LP64?	AMD64	(EM64T)	architecture	Retrieved	from	"	3Computer	architecture	bit	width	"16-bit"	redirects	here.	For	the	color	encoding,	see	16-bit	color.	For	the	video	gaming	era,	see	16-bit	era.	For	other	uses,	see	16-bit	(disambiguation).	This	article	needs	additional	citations	for	verification.	Please	help	improve	this	article	by	adding	citations	to
reliable	sources.	Unsourced	material	may	be	challenged	and	removed.Find	sources:	"16-bit	computing"	–	news	·	newspapers	·	books	·	scholar	·	JSTOR	(March	2023)	(Learn	how	and	when	to	remove	this	message)	Computer	architecture	bit	widths	Bit	14812161824263031323645486064128256512bit	slicing	Application	8163264	Binary	floating-point
precision	16	(×½)2432	(×1)4064	(×2)80128	(×4)256	(×8)	Decimal	floating-point	precision	3264128	vte	In	computer	architecture,	16-bit	integers,	memory	addresses,	or	other	data	units	are	those	that	are	16	bits	(2	octets)	wide.	Also,	16-bit	central	processing	unit	(CPU)	and	arithmetic	logic	unit	(ALU)	architectures	are	those	that	are	based	on
registers,	address	buses,	or	data	buses	of	that	size.	16-bit	microcomputers	are	microcomputers	that	use	16-bit	microprocessors.	A	16-bit	register	can	store	216	different	values.	The	range	of	integer	values	that	can	be	stored	in	16	bits	depends	on	the	integer	representation	used.	With	the	two	most	common	representations,	the	range	is	0	through
65,535	(216	−	1)	for	representation	as	an	(unsigned)	binary	number,	and	−32,768	(−1	×	215)	through	32,767	(215	−	1)	for	representation	as	two's	complement.	Since	216	is	65,536,	a	processor	with	16-bit	memory	addresses	can	directly	access	64	KB	(65,536	bytes)	of	byte-addressable	memory.	If	a	system	uses	segmentation	with	16-bit	segment
offsets,	more	can	be	accessed.	Digital	Equipment	Corporation	PDP-11,	a	popular	16-bit	minicomputer	during	the	1970s.	The	MIT	Whirlwind	(c.	1951)[1][2]	was	quite	possibly	the	first-ever	16-bit	computer.	It	was	an	unusual	word	size	for	the	era;	most	systems	used	six-bit	character	code	and	used	a	word	length	of	some	multiple	of	6-bits.	This	changed
with	the	effort	to	introduce	ASCII,	which	used	a	7-bit	code	and	naturally	led	to	the	use	of	an	8-bit	multiple	which	could	store	a	single	ASCII	character	or	two	binary-coded	decimal	digits.	The	16-bit	word	length	thus	became	more	common	in	the	1960s,	especially	on	minicomputer	systems.	Early	16-bit	computers	(c.	1965–70)	include	the	IBM	1130,[3]
the	HP	2100,[4]	the	Data	General	Nova,[5]	and	the	DEC	PDP-11.[6]	Early	16-bit	microprocessors,	often	modeled	on	one	of	the	mini	platforms,	began	to	appear	in	the	1970s.	Examples	(c.	1973–76)	include	the	five-chip	National	Semiconductor	IMP-16	(1973),[7]	the	two-chip	NEC	μCOM-16	(1974),[8][7]	the	three-chip	Western	Digital	MCP-1600	(1975),
and	the	five-chip	Toshiba	T-3412	(1976).[7]	Early	single-chip	16-bit	microprocessors	(c.	1975–76)	include	the	Panafacom	MN1610	(1975),[9][10][7]	National	Semiconductor	PACE	(1975),	General	Instrument	CP1600	(1975),	Texas	Instruments	TMS9900	(1976),[7]	Ferranti	F100-L,	and	the	HP	BPC.	Other	notable	16-bit	processors	include	the	Intel
8086,	the	Intel	80286,	the	WDC	65C816,	and	the	Zilog	Z8000.	The	Intel	8088	was	binary	compatible	with	the	Intel	8086,	and	was	16-bit	in	that	its	registers	were	16	bits	wide,	and	arithmetic	instructions	could	operate	on	16-bit	quantities,	even	though	its	external	bus	was	8	bits	wide.	16-bit	processors	have	been	almost	entirely	supplanted	in	the
personal	computer	industry,	and	are	used	less	than	32-bit	(or	8-bit)	CPUs	in	embedded	applications.	The	Motorola	68000	is	sometimes	called	16-bit	because	of	the	way	it	handles	basic	arithmetic.	The	instruction	set	was	based	on	32-bit	numbers	and	the	internal	registers	were	32	bits	wide,	so	by	common	definitions,	the	68000	is	a	32-bit	design.
Internally,	32-bit	arithmetic	is	performed	using	two	16-bit	operations,	and	this	leads	to	some	descriptions	of	the	system	as	16-bit,	or	"16/32".	Such	solutions	have	a	long	history	in	the	computer	field,	with	various	designs	performing	math	even	one	bit	at	a	time,	known	as	"serial	arithmetic",	while	most	designs	by	the	1970s	processed	at	least	a	few	bits
at	a	time.	A	common	example	is	the	Data	General	Nova,	which	was	a	16-bit	design	that	performed	16-bit	math	as	a	series	of	four	4-bit	operations.	4-bits	was	the	word	size	of	a	widely	available	single-chip	ALU	and	thus	allowed	for	inexpensive	implementation.	Using	the	definition	being	applied	to	the	68000,	the	Nova	would	be	a	4-bit	computer,	or	4/16.
Not	long	after	the	introduction	of	the	Nova,	a	second	version	was	introduced,	the	SuperNova,	which	included	four	of	the	4-bit	ALUs	running	in	parallel	to	perform	math	16	bits	at	a	time	and	therefore	offer	higher	performance.	This	was	invisible	to	the	user	and	the	programs,	which	always	used	16-bit	instructions	and	data.	In	a	similar	fashion,	later
68000-family	members,	starting	with	the	Motorola	68020,	had	32-bit	ALUs.	One	may	also	see	references	to	systems	being,	or	not	being,	16-bit	based	on	some	other	measure.	One	common	one	is	when	the	address	space	is	not	the	same	size	of	bits	as	the	internal	registers.	Most	8-bit	CPUs	of	the	1970s	fall	into	this	category;	the	MOS	6502,	Intel	8080,
Zilog	Z80	and	most	others	had	16-bit	address	space	which	provided	64	KB	of	address	space.	This	also	meant	address	manipulation	required	two	instruction	cycles.	For	this	reason,	most	processors	had	special	8-bit	addressing	modes,	the	zero	page,	improving	speed.	This	sort	of	difference	between	internal	register	size	and	external	address	size
remained	in	the	1980s,	although	often	reversed,	as	memory	costs	of	the	era	made	a	machine	with	32-bit	addressing,	2	or	4	GB,	a	practical	impossibility.	For	example,	the	68000	exposed	only	24	bits	of	addressing	on	the	DIP,	limiting	it	to	a	still	huge	(for	the	era)	16	MB.[11]	A	similar	analysis	applies	to	Intel's	80286	CPU	replacement,	called	the	386SX,
which	is	a	32-bit	processor	with	32-bit	ALU	and	internal	32-bit	data	paths	with	a	16-bit	external	bus	and	24-bit	addressing	of	the	processor	it	replaced.	In	the	context	of	IBM	PC	compatible	and	Wintel	platforms,	a	16-bit	application	is	any	software	written	for	MS-DOS,	OS/2	1.x	or	early	versions	of	Microsoft	Windows	which	originally	ran	on	the	16-bit
Intel	8088	and	Intel	80286	microprocessors.	Such	applications	used	a	20-bit	or	24-bit	segment	or	selector-offset	address	representation	to	extend	the	range	of	addressable	memory	locations	beyond	what	was	possible	using	only	16-bit	addresses.	Programs	containing	more	than	216	bytes	(65,536	bytes)	of	instructions	and	data	therefore	required
special	instructions	to	switch	between	their	64-kilobyte	segments,	increasing	the	complexity	of	programming	16-bit	applications.	This	list	is	incomplete;	you	can	help	by	adding	missing	items.	(November	2021)	Angstrem	1801	series	CPU	Data	General	Nova	Eclipse	Digital	Equipment	Corporation	PDP-11	(for	LSI-11,	see	Western	Digital,	below)	DEC	J-
11	DEC	T-11	EnSilica	eSi-1600	Fairchild	Semiconductor	9440	MICROFLAME	Ferranti	Ferranti	F100-L	Ferranti	F200-L	General	Instrument	CP1600	Hewlett-Packard	HP	21xx/2000/1000/98xx/BPC	HP	3000	Honeywell	Honeywell	Level	6/DPS	6	IBM	1130/1800	System/7	Series/1	System/36	Infineon	XE166	family	C166/C167	family	XC2000	Intel	Intel
8086/Intel	8088	Intel	80186/Intel	80188	Intel	80286	Intel	MCS-96	Lockheed	MAC-16	MIL-STD-1750A	Motorola	Motorola	68HC12	Motorola	68HC16	National	Semiconductor	IMP-16	PACE/INS8900	NEC	μCOM-16	NEC	V20	and	V30	Panafacom	MN1610	Renesas	Renesas	M16C	[jp]	(16-bit	registers,	24-bit	address	space)	Ricoh	Ricoh	5A22	(WDC	65816
clone	used	in	SNES)	Texas	Instruments	Texas	Instruments	TMS9900	TI	MSP430	Toshiba	T-3412	Western	Design	Center	WDC	65816/65802	Western	Digital	MCP-1600	used	in	the	DEC	LSI-11	used	in	the	Pascal	MicroEngine	used	in	the	WD16	Xerox	Alto	Zilog	Zilog	Z8000	Zilog	Z280	Microprocessor	§	16-bit	designs	Influence	of	the	IBM	PC	on	the
personal	computer	market	§	Before	the	IBM	PC's	introduction	74181	(key	component	of	some	early	16-bit	and	other	CPUs)	Audio	bit	depth	–	as	16-bit	is	the	most	common	bit	depth	used,	e.g.	on	CD	audio.	^	"Year	1951".	Computer	History	Museum.	(see	also	"Year	1943".).	^	Digital	Press,	Digital	at	Work	Archived	2013-07-02	at	the	Wayback	Machine,
Pearson,	1992,	ISBN	1-55558-092-0,	pp.	4,	23.	^	"The	IBM	1130	computing	system".	IBM	Archives.	Archived	from	the	original	on	March	18,	2005.	^	"HP	2116".	Computer	History	Museum.	^	"Data	General	Nova	minicomputer".	Computer	History	Museum.	Archived	from	the	original	on	2013-05-17.	Retrieved	2012-06-11.	^	Pearson,	Jamie	Parker
(September	1992).	Digital	at	work:	snapshots	from	the	first	thirty-five	years.	Digital	Press.	pp.	58–61.	ISBN	978-1-55558-092-6.	^	a	b	c	d	e	Belzer,	Jack;	Holzman,	Albert	G.;	Kent,	Allen	(1978).	Encyclopedia	of	Computer	Science	and	Technology.	Vol.	10	–	Linear	and	Matrix	Algebra	to	Microorganisms:	Computer-Assisted	Identification.	CRC	Press.
p.	402.	ISBN	9780824722609.	^	"1970s:	Development	and	evolution	of	microprocessors"	(PDF).	Semiconductor	History	Museum	of	Japan.	Archived	from	the	original	(PDF)	on	2019-06-27.	Retrieved	2019-06-27.	^	"16-bit	Microprocessors".	CPU	Museum.	Retrieved	5	October	2010.	^	"History".	PFU.	Retrieved	5	October	2010.	^	Motorola	M68000
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